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Streszczenie: W niniejszym artykule przedstawimy system uczenia
glebokiego taczacego sieci neuronowe MLP z wielowymiarowymi
dekompozycjami. Stanowi on rozwini¢cie systemu dla poprawy wynikow
predykcji w ujeciu wielomodelowym wykorzystujacym metody ICA, PCA
oraz NMF, co mozna potraktowa¢ takze jako metode agregacji modeli lub
wielowymiarowg filtracje komponentéw zaktocajacych wyniki prognoz. Caty
proces przedstawimy w nawigzaniu po problemu $lepej separacji wskazujac na
mozliwe uzyteczne inspiracje jak i istotne ograniczenia takich interpretacji.

Stowa kluczowe: predykcja, modele uczenia glebokiego, wielowymiarowe
dekompozycje, sieci neuronowe

JEL classification: C02, C50

WPROWADZENIE

Modele uczenia glebokiego czesto powstaja w efekcie potacznia rdéznych
technik, metod lub algorytmow stosowanych wczesniej odrebnie, cho¢ czesto w
ramach jednej badania lub procesu [Mallat 2016]. Takie podejscie zastosujemy takze
w niniejszym artykule do metody poprawy predykcji za pomocg dekompozycji
wielowymiarowych [Szupiluk 2013; Szupiluk i in. 2014]. Metode tg najpierw
rozszerzymy o etap neuronowego douczania, a nastgpnie, biorgc pod uwage caly
proces analityczny, uogoélnimy do postaci uniwersalnego regresyjnego/
klasyfikacyjnego systemu glebokiego uczenia. W ramach prowadzonych rozwazan
przedstawimy r6ézne mozliwosci rozwoju calej koncepcji oraz jej zwiazki
z problemem $lepej separacji.
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Bedacy punktem wyjscia system poprawy predykcji (SPP) za pomocag
dekompozycji wielowymiarowych polega na dekompozycji zbioru prognoz na
ukryte komponenty wsrdd ktorych identyfikowane sg, wigzane z btedami prognozy,
komponenty destrukcyjne. Ich eliminacja a nastgpnie wykonanie dekompozycji
odwrotnej, prowadzi¢ moze do poprawy wynikow predykcji. Caly proces SPP
mozna takze intepretowac lub porownywac z problemem $lepej separacji (ang. Blind
Signal Separation-BSS) .

BSS jest to problem w ktorym odtwarzane sg nieznane a priori sygnaly
zrodlowe, zmieszane w takze nieznanym systemie mieszajagcym [Cardoso 1998;
Cichocki, Amari 2002]. Jednym z powodow analogii migdzy SPP oraz BSS sg
stosowane w obydwu przypadkach dekompozycja takie jak ICA, PCA lub NMF
[Cardoso 1998; Comon, Jutten 2010; Cichocki i in. 2009]. Cho¢ mozna potraktowaé
je jako czysto analityczne reprezentacje danych, to sa one silnie zwigzane
z problemem §lepej separacji lub w takich kategoriach moga by¢ rozwazane. Stad
do$¢ naturalne nawigzania miedzy omawiang metodg poprawy predykcji
a problemem BSS.

Jednak gltéwnym elementem niniejszej pracy jest generalizacja calej
koncepcji na ogdlny przypadek modelowania neuronowego z nauczycielem. W tym
celu wlagczymy w ramy systemu takze etap tworzenia samych modeli podstawowych
(w SPP zakladaliSmy, ze prognozy juz posiadamy), za$ poszczegdlne etapy
(warstwy) tego systemu begdziemy starali si¢ jak najbardziej uogolni¢. W przypadku
dekompozycji, bedziemy si¢ postugiwaé pojeciem LCA (ang. Latent Component
Analysis) majac na mysli dowolne metody identyfikujace ukryte komponenty o
roznych charakterystykach. Stad uogolniony system bedzie okreslany jako LCA-
NN.

WIELOWYMIAROWE £ ACZENIE MODELI

Podstawowa catej koncepcji jest system poprawy predykcji. Jego konstrukcja jest
nastgpujaca. Zakladamy istnienie zbioru m rezultatow predykcji  x;(¢)
generowanych przez modele bazowe, gdzie i =1,...,m oznacza numer modelu, zas$ ¢
jest indeksem czasu lub numerem obserwacji. Wyniki predykcji zbierane sag w jedne;j
wielowymiarowej zmiennej x(t)=[xj(t),xz(t),...,xm(t)]T , lub w zapisie
macierzowym X =[x,,X,,....X,,]" .

Zaktadajac, ze wyniki predykcji sa uzyteczne i prezentuja akceptowalng
jako$¢, mozna stwierdzi¢, iz prognozowane warto§ci w pewnym stopniu
odpowiadajg wartosciom rzeczywistym (obserwowanym), a w pewnym si¢ roznig.
Mozna wigc powiedzie¢, ze dany rezultat predykcji jest mieszaning pewnych
ukrytych komponentéw konstruktywnych §,,  j=1,...,p oraz komponentow
destrukcyjnych s,, [/=1,.,q,. Komponenty konstruktywne, zwigzane s3
z podobienstwem warto$ci przewidywanych i obserwowanych. Komponenty
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destrukcyjne, odpowiadaja za roznice lub btedy predykcji. Owe konstruktywne oraz
destrukcyjne komponenty zrodtlowe mogg by¢ mieszane w rozny sposob.
W przypadku liniowego modelu (systemu) mieszania mamy

x(1) = As(?) (1)

gdzie macierz A = [aij]e R™" reprezentuje system mieszajacy zas wektor

S) =[5, (s, (O =8 (D005, (0,51 (D)0, (OT @

gdzie, n= p+ g zawiera zestaw komponentow zrodtowych.

Estymacja komponentow zrodlowych jest kluczowym elementem calej
koncepcji. Problem ten mozna przedstawi¢ jako poszukiwanie transformacji
odwrotnej do (1) tak, ze

y(@©) =Wx(1) =s(1), 3)

gdzie dla m=n macierz W = A™' pelni rol¢ systemu separujacego odwrotnego do A.

Identyfikujgc system mieszajacy A oraz komponenty bazowe s oraz
eliminujac komponenty destrukcyjne (stawiajac odpowiednio s, =0) otrzymuje si¢
»poprawiang” wersja rezultatow predykcji x postaci

X(k) = ALS, ()-8, (1,0, (1)-...0, (D], (4)

gdzie X=[%,,....X,]". Przy czym fakt poprawy jakosci oraz jej stopien zalezy od
zawartos$ci komponentéw destrukcyjnych w poszczegolnych prognozach. Ten sam
efekt poprawy zostanie osiagnicty w wyniku zastgpienia w macierzy mieszajgcej
A= [al,az,...,an] odpowiedniej kolumny wektorami zer

A=[a,..a,,0,,.0,.,...0,], (5)
co prowadzi do
x() = As(t) . (6)

Kluczowym zagadnieniem w rozwazanej procedurze, jest znalezienie takiej
dekompozycji (transformacji), ktéra prowadzi do dekompozycji danych x na
komponenty konstruktywne i destrukcyjne. A nastepnie poprawne okreslenie, ktore
komponenty sg destrukcyjne. Pomijamy przy tym dyskusje o naturze tych
komponentéw w podziale na indywidualne czy wspolne dla modeli predykcyjnych.
Indywidualne komponenty bazowe, zwigzane ze specyfika danego modelu beda
dalej traktowane jako szczegolny przypadek ,.komponentu wspolnego” o zerowym
wplywie na wyniki innych modeli.
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Naturalnymi propozycjami dekompozycji sg metody zwigzane z identyfikacja
komponentéw ukrytych, takie jak ICA, PCA, NMF, AMUSE itp. [Comon, Jutten
2010]. Przyjmiemy, ze og6lnie mozemy je zaliczy¢ do klasy metod LCA. Przy
czysto mechanicznym uzyciu tych metod, mamy do czynienia z zasadniczo
analityczng reprezentacjg danych. Uzyskanych tak komponentéw, nie wigzmy z
fizycznymi sygnatami lub interpretowalnymi modelami generowania danych. Owa
fizyczng interpretacje mozna jednak probowaé wykona¢, nawigzujgc do problemu
Slepej separacji, gdyz tam takze mamy do czynienia z estymacjg nieznanych
zmiennych (sygnalow, komponentow) zmieszanych w nieznanym systemie.

Przyjecie interpretacji BSS oznacza zalozenie okreslonej charakterystyki
sygnatow zrodlowych oraz okreslonego sposobu ich mieszania. Od tych zatozen
zalezy z kolei system separujacy. Zaktada si¢, ze przypadkowi liniowego mieszania
powinien odpowiada¢ liniowy uklad separujacy, dynamicznemu mieszaniu
dynamiczny separujgcy itp. [Cichocki 2013].

Jednak z praktycznego punktu widzenia, przyjmujgc okreslony model
mieszania, nalezy mie¢ na uwadze, nie tylko zasadnos¢ zatozen co do jego postaci,
ale takze istniejgcy stan wiedzy, na temat mozliwosci uzyskania skutecznego
rozwigzania. Skuteczna estymacja komponentow zroédtowych, na gruncie aktualnie
znanych metod separacji, jest mozliwa zasadniczo dla modelu liniowego [Hyvarinen
iin. 2001; Mali, Mahajan 2024].

W wigkszosci algorytmow separacji, zaktada si¢ takze istotng relacje miedzy
iloscig sygnatéw zroédlowych a obserwowanych (zmieszanych). Przyjmuje si¢, ze
BSS jest mozliwa gdy ilo$¢ sygnalow obserwowanych jest wigksza lub réwna liczbie
sygnatow zrodtowych [Cardoso 1998]. W klasycznych algorytmach separacji jest to
zatozenie kluczowe, odpowiadajagce za mozliwo$¢ separacji [Araki i in. 2025].
Zatozenie to, o ile moze to by¢ spelione w przypadkach technicznych lub
fizycznych, to w przypadku danych z rynkéw finansowych sytuacja znaczaco si¢
komplikuje.

W przypadku danych gietdowych, trudno, a w zasadzie niemozliwe, jest
ustalenie jakiego$ ograniczonego zbioru sygnatow zrédlowych z ktorego w wyniku
mieszania powstajag wartosci wszelkich instrumentéw finansowych. Mozna wigc
przyjac, ze wszelkie separacje (dekompozycje, transformacje) maja tu charakter
analityczny. Jednoczesnie jednak, nie sposob wykluczy¢ sytuacji kiedy
zastosowanie réoznych dekompozycji do réznych zbiorow instrumentow (wartosci
aktualnych lub ich predykcji) prowadzi do ,wylowienia” podobnych lub
identycznych komponentow (lub komponentu). Mogtoby to sugerowa¢ identyfikacje
pewnego fizycznego komponentu zréodtowego zwigzanego z ,,jakimis$” realnym
procesem ekonomicznym. Jednak na bazie dotychczasowych badan taka sytuacje
nalezy uzna¢ za stosunkowo mato prawdopodobna, za$ jej pojawienie si¢ nalezy
wigzac¢ raczej z jakim$ szczegélnym przypadkiem, niz efektem systematycznych
poszukiwan.

W efekcie mozna powiedzieé, ze korzysci z analogii do problemu BSS wigza
si¢ racze] z mozliwo$ciami uzycia stosowanych tam metod niz z bezposrednig
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interpretacja estymacji komponentow zrodtowych w kategoriach zagadnienia Slepej
separacji.

AGREGACJA NEURONOWA

Opisana powyzej metoda moze by¢ rozwazana i rozwijana w rdéznych
aspektach. Przede wszystkim, wybor dekompozycji jest z reguty dosé ograniczony i
czesto motywowany ich popularnoscig w aspekcie teoretycznym oraz praktycznym.
Nalezg one do standardowych metod analitycznych, za$ przestanka do ich
stosowania w prezentowanym systemie jest ich skuteczno$¢ w problemie BSS, ktory
wydaje si¢ najblizszg analogia dla naszego rozwigzania. Oznacza to, ze w przypadku
rozwazanego systemu, podobnie jak w problemie separacji, stosowane
dekompozycje moga tylko pewnym stopniu odpowiadaé ,,wlasciwym” formom
estymacji komponentow zroédlowych.

Kolejng kwestig jest identyfikacja komponentow destrukcyjnych. Metoda
dajacg jednoznaczne wyniki jest mechaniczna eliminacja kazdego komponentu,
dokonanie transformacji odwrotnej i ocena wynikdw prognozy. Przy czym nalezy
mie¢ na uwadze, ze mozemy otrzyma¢ komponenty o niejednoznacznym znaczeniu
np. pojedyncze komponenty mogg mie¢ negatywny wptyw na wyniki predykc;ji ale
ich kombinacje juz pozytywny. Wykonalnos$¢ takiego zadania jest $ci$le zwigzana z
iloscig badanych modeli predykcyjnych a w konsekwencji z ilo$cig komponentow
zrodlowych. W efekcie, nalezy zbadan wplyw nie tylko eliminacji pojedynczych
komponentéw, ale wszystkich podzbiorow (2"). W przypadku duzej liczby
komponentoéw zrodtowych mozliwe sg tez aprioryczne oceny ich jakosci [Szupiluk,
Rubach 2017]

Jednak taka ostra (tak/nie) klasyfikacja komponentdéw Zzrodtowych nie zawsze
musi by¢ optymalna. Okreslone komponenty takze mie¢ konstruktywny wptyw na
pewne modele a destrukcyjny na pozostate. W takich przypadkach, prosta zero-
jedynkowa interpretacja poszczegoélnych komponentow zrodlowych moze by¢
niemozliwa. Takze nie zawsze optymalna moze by¢ pelna eliminacja komponentu
destrukcyjnego, czasem lepsze moze by¢ jego stlumienie (lecz nie zerowanie).

Ze wzgledu na mozliwg ,nieostrg” klasyfikacje danego komponentu
zrodlowego jako destrukcyjny lub konstruktywny, zastosujemy ich wazenie w
pewnym ogolnym systemie mieszajgcym, ktorym zastgpimy transformacje
odwrotng. Bedzie to system neuronowy z nauczycielem w postaci targetu z
bazowych modeli predykcyjnych. Przyjmiemy, Ze bedzie to sie¢ neuronowa typu
MLP. Jednak podanie na wejécie takiego systemu bezposrednio komponentow
zrodtowych s oznacza w istocie czysta agregacje neuronowa modeli bazowych
transformowanych przez macierz wynikajaca z dekompozycji separujacej. Bylby to
typowy preprocessing PCA lub ICA gdzie glownag korzyscig jest dekorelacja
(liniowa lub nieliniowa) danych wejsciowych dla sieci neuronowej. Aby
wykorzysta¢ informacje pozyskane w wyniku identyfikacji komponentow
destrukcyjnych przyjmiemy, ze punktem startowym dla wag sieci neuronowej
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(przynajmniej jednej z warstw) bedzie macierz A okreslona przez (5), czyli
najlepsza macierz jaka mozna otrzymac¢ poprzez peing eliminacje komponentow
destrukcyjnych. Dla sieci typu wielowarstwowy perceptron (ang. Multilayer
Perceptron -MLP) typu MLP(n,n,n)

x=g,(B,[g,(B;s+b)]+b,), (7

gdzie g,(.) jest wektorem nieliniowosci, B, jest macierza wagi b, jest wektorem
przesunigcia odpowiednio dla i-tej warstwy, i=1,2. W przypadku braku uczenia, sie¢
neuronowa (7) jest tozsama z (6), jezeli ograniczymy si¢ do jednej warstwy B, = A
, b, =0 oraz liniowych funkcji aktywacji. Jest jednak wysoce prawdopodobne, ze
jezeli uczenie sieci neuronowej zaczniemy od punktu do ktérego doprowadza nas
etap dekompozycji (wartosci poczatkowe pierwszej warstwy ukrytej B,(0) = A) to
osiggnigte wyniki bedg lepsze niz z samej rekompozycji (dekompozycji odwrotnej).
Mozemy ten sposob rozumowania rozszerzy¢ na kolejne warstwy oraz przyjac, ze
wagi we wszystkich warstwach startuja od wartosci A, czyli mamy

%=g,(B,[g,(B,s)]). gdzieB,(0)=B,(0)=A. (8)

Dalsze uogdlnienie moze polega¢ na dowolnej architekturze MLP
wykorzystujacej macierz A oraz dane wejsciowe s

% =MLP(s,A), )

gdzie formuta (9) oznacza wykorzystanie dowolnej architektury MLP z
sygnatami wejsciowymi s (komponenty zroédtowe) oraz dowolnymi

warstwami wag startujacymi od warto$ci macierzy A . Dalsze modyfikacje

mogg polega¢ na wykorzystaniu innych typow sieci neuronowych np. RBF, CNN.
LSTM.

MODEL UCZENIA GLEBOKIEGO LCA-NN

W dotychczasowych rozwazaniach bazowali§my na zalozeniu, ze juz posiadamy
wyniki z modeli predykcyjnych. Obecnie takze ten etap, tworzenia modeli
predykcyjnych oraz generowania przez nie wynikéw, wlaczymy do naszych
rozwazan. Analizujac caty proces mozna zauwazy¢, ze otrzymamy petny system
modelowania danych (regresja, klasyfikacja), ktory moze spelia¢ roézne role i nie
musi si¢ ogranicza¢ do poprawy predykcji. Moze on stanowi¢ uniwersalny model
neuronowy z nauczycielem, w ktorym wystepujg etapy (lub inaczej warstwy):
tworzenia podstawowych modeli regresyjnych lub klasyfikacyjnych (predykcje),
nastepnie etap dekompozycji odpowiedzialny za oczyszczenie uzyskanych wynikow
z komponentéow zaklocajacych i kolejny etap neuronowy majacy za zadanie
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douczanie catego systemu. Ze wzgledu na mozliwo$¢ uzycia roznych dekompozycji
prowadzacych do réznego typu ukrytych komponentéw zrodtowych, ten aspekt
funkcjonowania systemu okre§limy mianem LCA (ang, Latent Component
Anlaysis), za$ caly system, prezentowany na rysunku 1, zdefiniujemy jako LCA-
NN.

Rysunek 1. Sie¢ neuronowa LCA-NN

Model_1
Mode_l2 ‘ \
) \ Transformacja Identyfikacja Transformacja Douczenie
Dane [Model3 | separujaca odwrotona
o ‘ = T A1Fx =) komponentéw F(s) mm) neuronowe mh
wejsciowe ICA, PCA,
NMF destrukcyjnych
. SCA,SmCA
Model_N
Target ’

Zrédto: opracowanie wiasne
Caly proces ma nastepujacg postac:

Warstwa 1. Tworzymy modele predykcyjne w oparciu o sieci neuronowe MLP.
Zestaw wynikow z modeli neuronowych zbieramy w jednej zmiennej
wielowymiarowej Xx.

Warstwa 2. Wykonujemy dekompozycje LCA (ICA, PCA, SMA, NMF, AMUSE
itp.). Zmienng x poddajemy transformacji LCA otrzymujac komponenty zrédlowe s

Warstwa 3. Identyfikujemy komponenty destrukcyjne.

Warstwa 4. Dokonujemy uogodlnionej transformacji odwrotnej. Zastepujemy,
warto$ci komponentu destrukcyjnego zerami lub niwelujemy jego wplyw
odpowiednimi parametrami w transformacja odwrotne;.

Warstwa 5. Wykonujemy douczanie neuronowe siecig MLP. Warto$ci poczatkowe
warstw sieci MLP stanowig wartoSci z macierzy transformacji odwrotnej
z zerowymi warto$ciami dla zidentyfikowanych komponentow destrukcyjnych.

Wyjscie. Otrzymujemy sygnaly wyjsciowe.

Ze wzgledu na wykorzystanie metod LCA, catla metoda jest domys$lnie
wielomodelowa, jednak nie oznacza to koniecznos$ci tworzenia catkowicie
odrgbnych modeli. Mozliwe jest generowanie wielu rozwigzan tym samym modelem
(to jest o tej samej architekturze, a takze parametrach) na réznych podzbiorach
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uczacych. W efekcie cate rozwigzanie mozna takze rozpatrywa¢ w kategoriach
metody agregacji modeli (ang. ensemble methods).

BADANIE PRAKTYCZNE

Niniejszy artykut ma gtowne charakter ideowy oraz metodologiczny. Jednak
aby pokaza¢ zasadnos¢ i skuteczno$é podstawowej koncepcji przedstawimy krotko
eksperyment przewidywania zuzycia energii elektrycznej sformutowany jako
predykcja godzinnego obcigzenia dokonywana z wyprzedzeniem 24 godzin. Dane
wejsciowe dla predykcyjnych modeli neuronowych obejmujg informacje o
godzinnym zuzyciu energii w ciggu ostatnich 24 godzin, jak rowniez dane
kalendarzowe typu: dzien, miesigc, dzien tygodnia, indykator dnia. Dla tak
postawionego problemu, opracowano pi¢¢ modeli neuronowych typu MLP o 20, 26,
28, 30, 35 neuronach w warstwie ukrytej, oznaczonych odpowiedni jako
M1:MLP20, M2:MLP26, M3:MLP28, M4:MLP30, M5:MLP35.

W ramach badan wykorzystano dekompozycje PCA oraz ICA (algorytm
Jade). Badanie przeprowadzono z wykorzystaniem samych dekompozycji jak i
douczania neuronowego. Uzyskane wyniki prezentuje Tabela 1.

Tabela 1. Prognozowanie zuzycia energii-wyniki modeli

MAPE 1073 M1 M2 M3 M4 M5
Modele podstawowe 23,73 23,44 23,71 24,01 24,13
PCA 22,87 22,45 22,79 22,57 22,51
ICA 23,69 22,41 22,57 23,34 22,98
PCA&NN 22,53 22,20 22,49 22,48 22,21
ICA&NN 22,17 22,38 22,51 22,71 21,16

Zrodto: opracowanie wlasne

Jako kryterium jakosci przyjeto btad MAPE = % X %a gdzie s; oznacza
warto$¢ rzeczywistg (target) zas &;btad prognozy. W wigkszosci modeli uzyskano
poprawe juz przy wykorzystaniu samych dekompozycji na poziomie od 3,6 do 6,7
procent. W przypadku agregacji neuronowej poprawy jakosci predykcji wynoszg od
5,0 do 12,03 procent.

PODSUMOWANIE

Prezentowane w artykule rozwazania odnosza si¢ do koncepcji, ktora bazuje
na systemie poprawy predykcji, dla ktorej zaproponowaliSmy szersze rozwinigcia
neuronowe. Takie podejscie otwiera takze drogg do bardziej ogoélnego punktu
widzenia 1 wyj$cia poza schemat systemu poprawy predykcji, np. potraktowanie
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catego procesu jako uniwersalnego sytemu neuronowego z nauczycielem, ktory
moze by¢ stosowany do dowolnego zagadnienia klasyfikacji lub regresji. Ztozonos¢
catego systemu uzasadnia okreslenie go jako system glgbokiego uczenia.

Poszczegolne etapy zwigzane z dekompozycjami wielowymiarowymi oraz
identyfikacjg komponentéw destrukcyjnych mogg by¢ rozwazane w kategoriach
problemu $lepej separacji dajac mozliwos¢ lepszego dopasowania stosowanych
dekompozycji do badanego problemu oraz glgbszej jego interpretacji. Wigzanie
jednak dziatania dekompozycji z BSS nie jest jednak konieczne ani czasem mozliwe,
w takiej sytuacji traktujemy te przeksztalcenia LCA w kategoriach reprezentacji
analitycznych.

Zaréwno w przypadku systemu poprawy predykcji jak i sytemu LCA-NN, ze
wzgledu na identyfikacj¢ ukrytych komponentdéw mozemy wigza¢ ten etap
(warstwg) z problemem $lepej separacji, wykorzystujac rozwigzania z tego obszaru,
Nalezy jednak mie¢ na uwadze, ze zbyt bliskie wigzanie podstawowego procesu
poprawy predykcji oraz LCA-NN z BSS niesie z sobg takze liczne trudnosci
interpretacyjne i metodyczne, ktore trudno przekonujgco rozstrzyga¢ lub wprost
akceptowac. Takze wprowadzeni etapu agregacji neuronowej, oddala caty proces od
bezposredniej interpretacji w kategoriach BSS.
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LCA-NN DEEP LEARNING MODEL BASED ON PREDICTION
IMPROVEMENT SYSTEM USING MULTIVARIATE
DECOMPOSITION

Abstract: In this article, we present a deep learning system that combines MLP
neural networks with multivariate decompositions. It is an extension of the
system for improving prediction results in a multi-model approach using ICA,
PCA, and NMF methods. This can also be considered a method for model
aggregation or multidimensional filtering of components that interfere with
forecast results. We present the entire process in connection with the blind
separation problem, pointing out possible useful inspirations and significant
limitations of such interpretations.

Keywords: prediction, deep learning models, multidimensional
decompositions, neural networks
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