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#### Abstract

The paper concerns the problem of estimating population parameters for repeated rotating surveys. Coefficients required for theoretical BLUE estimator for rotating surveys are for actual real surveys usually not known. There are no theoretical papers relating to this problem. It is therefore necessary to conduct suitable simulation studies. Broad simulation analyses conducted in the paper are carried out on the basis of two populations: generated from a multivariate normal distribution and based on real data derived from agricultural censuses.
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## INTRODUCTION

Theory connected with overlapping samples, also known as theory of rotating surveys or theory of rolling samples, started with the papers [Jessen 1942, Eckler 1955]. The theory was growing in 20th century [Patterson 1950, Rao and Graham 1964, Kordos 1967, Scott and Smith 1974, Jones 1980, Binder and Dick 1989, Fuller 1990, Szarkowski and Witkowski 1994] and it remains of utmost importance in 21 century [Feder 2001, Fuller and Rao 2001, Kowalczyk 2003a, Kowalczyk 2003b, Kowalczyk 2004, Steel 2004, Nedyalkova et al. 2009, Steel and McLaren 2009, Berger and Priam 2010, Wesołowski 2010, Ciepiela et al. 2012, Kordos 2012, Kowalczyk 2013].

The established role of rotating surveys theory is connected with the role of repeated rotating surveys in central statistical offices. Many of the most important surveys, both in Poland and other countries, are rotating surveys, e.g.
labour force surveys, household budget surveys. Repeated surveys are usually of multi-purpose nature. They aim to estimate population parameters on each current occasion, to estimate difference between two successive population means (i.e. net changes), ratio of two population means, various components of individual changes, combined population means from several periods etc. Additionally repeated surveys also aim to aggregate sample in time, which is of particular importance in measurement of rare events and rare populations. To take into account conflicting aims of repeated surveys they are often conducted in rotating manner, which means that they are based on overlapping samples. More precisely, a sample on each occasion consists of two parts: a part that has been also examined on previous occasion (matched part) and a part that is new in the sample, i.e. has not been examined on previous occasion (unmatched part). For more than two occasions rotating scheme becomes more complicated.

## THE BASIS OF THE PROBLEM

Among many problems connected with rotating surveys the following one is of particular importance: no auxiliary information is available, we base only on a sample (overlapping) from all previous occasions and we want to increase precision of the population mean estimation on the current occasion by using all information from the sample, also from prior occasions. The problem for model approach for rotating scheme without holes was solved by Patterson 1950, in randomized approach it was given by [Kowalczyk 2002]. Model approach for rotating schemes with holes under different assumptions was considered by [Kowalski 2009, Kowalski and Wesołowski 2010, Wesołowski 2010, Ciepiela et al. 2012].

In the present paper we first give theoretical results for two periods in randomized approach to introduce general problem and divergence between theory and practice of rotating surveys. Kowalczyk [2002] has proved that for two periods the best linear unbiased estimator of the population mean on the second occasion for rotating surveys of a finite population is the estimator of the form:

$$
\begin{equation*}
e_{2}=a \bar{y}_{1 U}-a \bar{y}_{1 M}+c \bar{y}_{2 U}+(1-c) \bar{y}_{2 M}, \tag{1}
\end{equation*}
$$

where

$$
a=\frac{\frac{n_{M}}{n_{2}} \frac{n_{1 U}}{n_{1}}}{1-\rho^{2}\left(Y_{2}, Y_{1}\right) \frac{n_{2 U}}{n_{2}} \frac{n_{1 U}}{n_{1}}} \frac{C\left(Y_{2}, Y_{1}\right)}{S^{2}\left(Y_{1}\right)},
$$

and

$$
c=\frac{\frac{n_{2 U}}{n_{2}}\left(1-\rho^{2}\left(Y_{2}, Y_{1}\right) \frac{n_{1 U}}{n_{1}}\right)}{1-\rho^{2}\left(Y_{2}, Y_{1}\right) \frac{n_{2 U}}{n_{2}} \frac{n_{1 U}}{n_{1}}}
$$

Its variance is given by:

$$
D^{2}\left(e_{2}\right)=\left(\frac{1}{n_{2}} \frac{1-\rho^{2}\left(Y_{2}, Y_{1}\right) \frac{n_{1 U}}{n_{1}}}{1-\rho^{2}\left(Y_{2}, Y_{1}\right) \frac{n_{2 U}}{n_{2}} \frac{n_{1 U}}{n_{1}}}-\frac{1}{N}\right) S^{2}\left(Y_{2}\right)
$$

Notation used here is the following:
$n_{t}-$ sample size on the $t$-th occasion, $t=1,2$,
$n_{M}$ - matched sample size,
$n_{t}-$ unmatched sample size on the $t$-th occasion, $t=1,2$,
$N$ - population size.
We have:

$$
n_{t}=n_{M}+n_{t U}, t=1,2
$$

As it can be seen, coefficients $a$ and $c$ in formula (1) include population parameters, namely correlation coefficient $\rho\left(Y_{1}, Y_{2}\right)$ and regression coefficient $C\left(Y_{1}, Y_{2}\right) / S^{2}\left(Y_{1}\right)$, which in real surveys are usually not known. That problem is common for rotating surveys theory in general, also for model approach. The same applies for analogous estimators considered by [Patterson 1950, Kowalski 2009, Kowalski and Wesołowski 2010, Wesołowski 2010 and Ciepiela at al. 2012].

So important question arises. What happens if we substitute in formula (1) unknown population correlation coefficient and unknown population regression coefficient by its estimates given on the basis of the sample? Does this procedure still increase precision of the estimation? No mathematical theory is given relating to this problem because of the complicacy of coefficients $a$ and $c$.

Moreover, as most rotating surveys are of multi-purpose nature, what happens to other population parameters estimation? Kowalczyk [2013] gave the following theoretical results for net changes estimation:

- if $\rho\left(Y_{1}, Y_{2}\right)>0$, then for all $n_{M}$ we have:

$$
D^{2}\left(e_{2}-\bar{y}_{1}\right) \leq D^{2}\left(\bar{y}_{2}-\bar{y}_{1}\right),
$$

- if $\rho\left(Y_{t}, Y_{t+1}\right)<0$, then we have:

$$
D^{2}\left(e_{2}-\bar{y}_{1}\right) \leq D^{2}\left(\bar{y}_{2}-\bar{y}_{1}\right) \Leftrightarrow \frac{n_{2 U}}{n_{1}} \leq \frac{-S^{2}\left(Y_{2}\right)}{2 C\left(Y_{2}, Y_{1}\right)}
$$

and for combined population means from two successive periods:

- if $\rho\left(Y_{1}, Y_{2}\right)>0$, then we have:

$$
\begin{equation*}
D^{2}\left[\left(e_{2}+\bar{y}_{1}\right)\right] \leq D^{2}\left[\left(\bar{y}_{2}+\bar{y}_{1}\right)\right] \Leftrightarrow \frac{n_{2 U}}{n_{1}} \leq \frac{S^{2}\left(Y_{2}\right)}{2 C\left(Y_{2}, Y_{1}\right)} \tag{2}
\end{equation*}
$$

- if $\rho\left(Y_{1}, Y_{2}\right)<0$, then for all $n_{M}$ we have:

$$
D^{2}\left[\left(e_{2}+\bar{y}_{1}\right)\right] \leq D^{2}\left[\left(\bar{y}_{2}+\bar{y}_{1}\right)\right] .
$$

Still the question has to be answered. Are the results valid if we substitute in estimator $e_{2}$ given by formula (1) unknown population correlation and regression coefficients by their estimates based on a sample?

To answer all the questions broad simulation study will be presented in the next section.

## SIMULATION STUDY

## Description of the population

For simulation study two finite populations ${ }^{1}$ are considered. Population 1 is finite population generated from a multivariate normal distribution. Generated finite population parameters look as follows:

$$
\left[\begin{array}{l}
\bar{Y}_{1} \\
\bar{Y}_{2}
\end{array}\right]=\left[\begin{array}{l}
4,916 \\
9,833
\end{array}\right], \quad S=\left[\begin{array}{l}
6,109 \\
7,031
\end{array}\right], \quad \rho=\left[\begin{array}{cc}
1 & 0,601 \\
0,601 & 1
\end{array}\right], \quad N=10000
$$

Population 2 is based on real data taken from agricultural censuses of 2002 and 1996. The population consists of 1575 rural areas and variable under study are:
$Y_{1}-$ sawn area of spring wheat in 1996,
$\mathrm{Y}_{2}-$ sawn area of spring wheat in 2002.
Finite population 2 parameters look as follows:

$$
\left[\begin{array}{l}
\bar{Y}_{1} \\
\bar{Y}_{2}
\end{array}\right]=\left[\begin{array}{l}
1974324 \\
1951567
\end{array}\right], \quad S=\left[\begin{array}{l}
21387,08 \\
2351131
\end{array}\right], \quad \rho=\left[\begin{array}{cc}
1 & 0,7964 \\
0,7964 & 1
\end{array}\right], \quad N=1575
$$

## Description of the sample

Two different sample sizes were considered in the simulation study:

$$
n_{1}=n_{2}=n=100 \text { and } n_{1}=n_{2}=n=50 .
$$

[^0]For a given sample size different matched fraction were taken into account:

$$
p=\frac{n_{M}}{n_{2}}=\frac{n_{M}}{n_{1}}=0,1 ; 0,2 ; 0,4 ; 0,6 ; 0,8 ; 0,9 .
$$

For instance, $n=100$ and $p=0,1$ means that on both occasions 100 element samples were examined, out of which only 10 elements were examined on the first and second occasions together. Analogously, $n=100$ and $p=0,9$ means that out from 100 elements examined on the first occasion, 90 were also examined on the second occasion and 10 were additionally resampled. Unknown correlation and regression coefficients used in estimator $e_{2}$ given by formula (1) are estimate on the basis of 10 elements only in the first example and on the basis of 90 elements in the second example, although in both examples total sample sizes are the same.

For every sample size and every matched fraction sampling was repeated 1000 times.

## Simulation results

In Tables 1-3 average absolute differences in percentage are juxtaposed. Average absolute difference for correlation coefficient $\rho$, regression coefficient $\beta$ and estimator $e_{2}$ is defined respectively as:

$$
\frac{|\hat{\rho}-\rho|}{\rho} \cdot 100 \%, \frac{|\hat{\beta}-\beta|}{\beta} \cdot 100 \%, \frac{\left|\hat{e}_{2}-e_{2}\right|}{e_{2}} \cdot 100 \%,
$$

where $\rho, \beta$ are real population values, $\hat{\rho}, \hat{\beta}$ are values assessed on the basis of a sample, $e_{2}$ is theoretical estimator given by formula (1), $\hat{e}_{2}$ is available in practice estimator constructed in such a way that the population correlation and regression coefficients that appear in formula (1) are substituted by their estimates on the basis of the sample.

Table 1. Average absolute difference in $\%$ for population $1, n=100$

| $p$ | 0,1 | 0,2 | 0,4 | 0,6 | 0,8 | 0,9 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Correlation coeff. | 29,5 | 20,6 | 13 | 11,2 | 9,7 | 8,8 |
| Regression coeff. | 38,6 | 26,2 | 16,8 | 14,4 | 12,5 | 11,2 |
| $e_{2}$ | 1 | 0,7 | 0,4 | 0,3 | 0,2 | 0,1 |

Source: own calculations
Table 2. Average absolute difference in $\%$ for population 2, $n=100$

| $p$ | 0,1 | 0,2 | 0,4 | 0,6 | 0,8 | 0,9 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Correlation coeff. | 17,6 | 13,5 | 10,6 | 8,9 | 8,1 | 7,9 |
| Regression coeff. | 34,4 | 26,9 | 20,7 | 17,8 | 16,3 | 15,3 |
| $e_{2}$ | 2,7 | 1,9 | 1,2 | 0,7 | 0,5 | 0,3 |

Source: own calculations

Table 3. Average absolute difference in $\%$ for population 2, $n=50$

| $p$ | 0,1 | 0,2 | 0,4 | 0,6 | 0,8 | 0,9 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Correlation coeff. | 24,8 | 17 | 13,5 | 11,2 | 10,3 | 9,8 |
| Regression coeff. | 48,6 | 33,9 | 26,3 | 22,4 | 20,6 | 20,5 |
| $e_{2}$ | 6,1 | 3,4 | 2,1 | 1,4 | 0,9 | 0,6 |

Source: own calculations
Although correlation and regression coefficients assessed on the basis of the sample can differ substantially from real population values (from 7,9\% up to $48,6 \%$ ), substituting that real values by their assessments based on the sample in formula (1) does not influence estimator $e_{2}$ substantially (it changes the value of the estimator from $0,1 \%$ up to $6,1 \%$ ).

In tables 4-6 efficiency of the estimation of estimators $e_{2}$ and $\hat{e}_{2}$ compared to common sample mean is presented for different populations, sample sizes and matched fractions of the sample. Efficiency of the estimators $e_{2}$ and $\hat{e}_{2}$, i.e. theoretical estimator and estimator available in practice are defined respectively as:

$$
e f f\left(e_{2}\right)=\frac{\operatorname{MSE}\left(\bar{y}_{2}\right)}{\operatorname{MSE}\left(e_{2}\right)}, \text { eff }\left(\hat{e}_{2}\right)=\frac{\operatorname{MSE}\left(\bar{y}_{2}\right)}{\operatorname{MSE(e_{2})}} .
$$

Table 4. Efficiency of mean estimation on the second occasion for population $1, n=100$

| $p$ | 0,1 | 0,2 | 0,4 | 0,6 | 0,8 | 0,9 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| eff $\left(e_{2}\right)$ | 1,060 | 1,089 | 1,094 | 1,083 | 1,049 | 1,032 |
| eff $\left(\hat{e}_{2}\right)$ | 0,977 | 1,078 | 1,094 | 1,081 | 1,047 | 1,028 |

Source: own calculations
Table 5. Efficiency of mean estimation on the second occasion for population 2, $n=100$

| $p$ | 0,1 | 0,2 | 0,4 | 0,6 | 0,8 | 0,9 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| eff $\left(e_{2}\right)$ | 1,166 | 1,227 | 1,250 | 1,240 | 1,130 | 1,079 |
| eff $\left(\hat{e}_{2}\right)$ | 1,089 | 1,172 | 1,241 | 1,230 | 1,132 | 1,084 |

Source: own calculations
Table 6. Efficiency of mean estimation on the second occasion for population 2, $n=50$

| $p$ | 0,1 | 0,2 | 0,4 | 0,6 | 0,8 | 0,9 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| eff $\left(e_{2}\right)$ | 1,169 | 1,165 | 1,234 | 1,200 | 1,152 | 1,085 |
| eff $\left(e_{2}\right)$ | 0,888 | 0,990 | 1,206 | 1,162 | 1,147 | 1,084 |

Source: own calculations
Substituting unknown correlation coefficient and regression coefficient in estimator $e_{2}$ by their assessments based on the sample in most cases increased efficiency of the population mean estimation on the second occasion compared to common sample mean. Efficiency of the estimation decreased only in the case
of very low number of elements examined on both occasions, namely not greater than 10 .

In Tables 7-9 efficiency of the estimation of net changes is presented. Efficiency of the estimation for estimators $e_{2}-\bar{y}_{1}$ and $\bar{e}_{2}-\bar{y}_{1}$ compared to difference of two usual sample means is defined respectively:

Table 7. Efficiency of net changes estimation for population $1, n=100$

| $p$ | 0,1 | 0,2 | 0,4 | 0,6 | 0,8 | 0,9 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| eff $\left(e_{2}-\bar{y}_{1}\right)$ | 1,072 | 1,096 | 1,131 | 1,113 | 1,081 | 1,035 |
| eff $\left(\bar{e}_{2}-\bar{y}_{1}\right)$ | 1,054 | 1,088 | 1,139 | 1,114 | 1,081 | 1,032 |

Source: own calculations

Table 8. Efficiency of net changes estimation for population 2, $n=100$

| $p$ | 0,1 | 0,2 | 0,4 | 0,6 | 0,8 | 0,9 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| eff $\left(e_{2}-\bar{y}_{1}\right)$ | 1,024 | 1,359 | 1,453 | 1,364 | 1,248 | 1,138 |
| eff $\left(\bar{e}_{2}-\bar{y}_{1}\right)$ | 1,219 | 1,417 | 1,472 | 1,368 | 1,252 | 1,155 |

Source: own calculations
Table 9. Efficiency of net changes estimation for population $2, n=50$

| $p$ | 0,1 | 0,2 | 0,4 | 0,6 | 0,8 | 0,9 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| eff $\left(e_{2}-\bar{y}_{1}\right)$ | 1,072 | 1,096 | 1,131 | 1,113 | 1,081 | 1,035 |
| eff $\left(\bar{e}_{2}-\bar{y}_{1}\right)$ | 1,054 | 1,088 | 1,139 | 1,114 | 1,081 | 1,032 |

Source: own calculations
In the case of net changes estimation for multi-purpose surveys, substituting unknown correlation coefficient and regression coefficient in estimator $e_{2}$ given by (1) by their estimates in all cases increased efficiency of net changes estimation, even for low number of elements examined on both occasions.

In Tables 10-12 efficiency of the estimation of combined sample means from two periods is presented. Efficiency of the estimation for estimators $e_{2}+\bar{y}_{1}$ and $\hat{e}_{2}+\bar{y}_{1}$ compared to summing usual sample means is defined respectively:

$$
e f f\left(e_{2}+\bar{y}_{1}\right)=\frac{M S E\left(\bar{y}_{2}+\bar{y}_{1}\right)}{M S E\left(e_{2}+\bar{y}_{1}\right)}, \text { eff }\left(\hat{e}_{2}+\bar{y}_{1}\right)=\frac{M S E\left(\bar{y}_{2}+\bar{y}_{2}\right)}{M S E\left(\bar{e}_{2}+\bar{y}_{1}\right)} .
$$

Table 10. Efficiency of the net changes estimation for population $1, n=100$

| $P$ | 0,1 | 0,2 | 0,4 | 0,6 | 0,8 | 0,9 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| eff $\left(e_{2}+\bar{y}_{1}\right)$ | 1 | 1,013 | 1,006 | 1,015 | 1,09 | 1,014 |
| eff $\left(\bar{e}_{2}+\bar{y}_{1}\right)$ | 0,934 | 1,010 | 1,001 | 1,013 | 1,008 | 1,012 |

Source: own calculations
Table 11. Efficiency of the net changes estimation for population 2, $n=100$

| $p$ | 0,1 | 0,2 | 0,4 | 0,6 | 0,8 | 0,9 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| eff $\left(e_{2}+\bar{y}_{1}\right)$ | 0,990 | 0,958 | 1,008 | 1,043 | 1,049 | 1,034 |
| eff $\left(\bar{e}_{2}+\bar{y}_{1}\right)$ | 0,806 | 0,872 | 0,990 | 1,021 | 1,044 | 1,034 |

Source: own calculations
Table 12. Efficiency of the net changes estimation for population 2, $n=50$

| $p$ | 0,1 | 0,2 | 0,4 | 0,6 | 0,8 | 0,9 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| eff $\left(e_{2}+\bar{y}_{1}\right)$ | 0,995 | 0,965 | 0,999 | 1,055 | 1,031 | 1,026 |
| eff $\left(\bar{e}_{2}+\bar{y}_{1}\right)$ | 0,926 | 0,907 | 0,989 | 1,048 | 1,032 | 1,027 |

Source: own calculations
According to formula (2) applying estimator $e_{2}$ does not always increase precision of the combined population means estimation. The main problem considered in the paper is the influence of substituting unknown population coefficients by its estimates based on the sample. So we focus only on cases in which the effect of using estimator $e_{2}$ is different from that of using $\hat{e}_{2}$. This is the case of population $1, n=100, p=0,1$ and population $2, n=100, p=0,4$ only.

## CONCLUSIONS

Substituting unknown population correlation and regression coefficients by its estimates on the basis of the sample and applying estimator that uses information from previous period caused decrease of the population mean estimation in three extreme cases only, namely for $n p \leq 10$. In all other cases efficiency of the mean estimation on the second occasion increased compared to applying usual sample mean. In the case of multi-purpose surveys using previous information and estimator $\hat{e}_{2}$ increased efficiency of net changes estimation in all considered cases. Estimation of combined population mean from two successive periods posed more of a problem. But this population parameter is rarely used in practice. Population mean on each current occasion and net changes are of utmost importance in real surveys.
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[^0]:    ${ }^{1}$ Details of populations and of a sampling scheme are given in Kowalczyk B. (2013). In the book the same populations were discussed but the problems considered were of different nature.

