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Abstract: The steel and iron industry production is dedicatederve other
industries mainly. This makes the exercise of damfanecasting different
than for consumer goods. The common sense saysiehand fluctuations
are influenced by general economic soundness. famat wasmade to
address the question of improving forecast's aayutsy adding a business
cycle indicator as an input variable. The SARIMAXodel was applied.
Including a business climate indicator improved eisd performance,
however no co-integration is observed betweenweseries.
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INTRODUCTION

Demand planning is a very important matter in comgs operations. It is
an integral part of goods manufacturing and distrdm process. Both excessive
production that cannot be sold and demand excequtduction levels — despite
having adequate production capabilities — are deathgeous. Estimation of
future demand for goods and services is also drutian determining resources
that are used in the production process.

Demand forecasting requires specific tools. Intaitpredictions may turn
out to be insufficient due to the number and comipleof influence factors.
A belief that the intuitive approach is more adegetous happens to win in some
cases as it is based on experience and familiaitty the industry. Not always is
this approach advisable as companies’ externat@mvient may be unstable.

A lot of attention was paid to demand forecasting the fast moving
consumer goods and energy industries where the afatahigh frequency are
analysed. In this article the focus is on iron atekl products. The industry is
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characterized by the following features: long pidn process, long planning
horizon, high value and weight of produced goodsis Tnakes the exercise of
demand forecasting different than for consumer gotrdn and steel products are
dedicated to serve other industries rather thanviohehl agents. The common
sense says that demand fluctuations are relategbrieral economic soundness.
Moreover, the price and quality of goods are believo impact demand to
a greater extent than individual preferences orhifems do. Political and
environmental factors are important as companiesl ne respect restrictions on
technologies in use, minimising the harmful impact the environment. This
results in low elasticity in adjusting to demanugictuations in a short-term as well
as in additional costs of technology improvemerdgmiand for the heavy industry
was analysed among others by [Rippe et al. 19168]lgdment and Briffaut 2010]
analyse demand volatility in the construction irtdpususing the French
construction cost index. To analyse demand in tm®naotive industry, [Klug
2011] employs the Monte Carlo simulation that coistrfor uncertainty when
measuring random demand levels.

The goal of this article is to verify if a demamatdcast for the iron and
steel industry in Poland can be improved by addinQusiness climate index.
Empirical analysis was carried out for a repregemaagent. The company is one
of the key players in this market. In SecticFACTORS SHAPING DEMAND ..."
the factors influencing demand levels in the iromd esteel industry as well as
sector’s characteristics are discussed. SectRESEARCH METHODS"describes
the research approach. In Secti@MPIRICAL ANALYSIS” the SARIMAX model
with a business climate indicator added as an inguable is applied to the sample
data. Results are compared with SARIMA. Secti@QONCLUDING REMARKS”
summarizes the main findings.

FACTORS SHAPING DEMAND IN THE STEEL AND IRON
INDUSTRY IN POLAND

The environment in which enterprises operate iatiel Demand levels are
impacted by many factors. Economic transformatioriPoland posed a challenge
for state-owned companies. In the 1990°s they badntiergo a long process of
restructuring to adjust to the new market condgiddowadays they need to obey
some political and environmental restrictions ooht®logies in use or accept
constraints imposed on production levels to redtroissions of greenhouse gases.
Infrastructural investments and the EU policiesnpoting renewable energy are
both an opportunity for the sector. The latter ges aninterest in wind
and nuclear energy or ship transport while the strguis a supplier of windmill
and ship engines components. At the same timeetttersis affected by constantly
increasing energy costs. Entrepreneurs face stommgpetition from Asia and
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Europe. Some unfair actions as dumping or taxesa#tht fraud on steel sales are
observed [Forbes 2013].

RESEARCH METHODS

General Considerations

[Cieslak et al. 1997] present an overview of forecastingthods and its
applications in the economic context. There aresi\statistical techniques that
can be used to build a forecast based on macroetonariables. Traditional
methods are criticised for basing solely on passeolmtions. It is justified
providing that the external environment is stabid austomers’ behaviour is not
a subject to significant changes. It is rarely ¢hse though. It would be advisable
to include some external factors that shape denfand.difficulty here would be
that they may not be easy to identify or their eateamains unknown. To address
that [Crane and Crotty 1967] use exponential smogthThe authors analyse past
trends in banking data. They measure the demandirfancial products using
outputs of exponential smoothing in a multiple esgion. They take benefit from
both approaches, building a prediction based orordesl data and other
explanatory variables. Alternatively, ARIMA desaibby [Box et al. 1994] can be
a foundation for the ARIMAX approach. ARIMA spee€i§ a relation between
a variable in the periotand its values in previous periods. In ARIMAX, #mer
time series is added as an input variable. Hen@lows for including a business
cycle indicator that provides with early informatimn agents” future activity.
[Durka and Pastorekova 2012] compare results of ARWMA ARIMAX to model
the GDP. In this case ARIMA turns out to be moreuaate than ARIMAX where
an unemployment rate is added as an input varigBielak 2010] compares
ARIMA and ARIMAX when forecasting unemployment. Add the economic
mood index improves model’s accuracy in terms afrerand information criteria.
The improvement is slight but applying the inder b& justified by its property to
signal changes in advance as well as by its stoamgelation with fluctuations
observed in the market.

Business Climate I ndicators

Macroeconomic indicators show trends in social ecmhomic development
of a country. In our model a leading or a busireissate index would be required
as they measure future activity. For price or pobidin indices this assumption is
not fulfilled as they reflect past values of a whie (i.e. how much was sold, at
what price). Moreover, prices may adjust in theglderm; therefore some trends
will be presented with adelay. Leading indices vghohanges in economic
performance a few months ahead of the GDP. Usieign iilm a model may increase
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the forecasting horizon as well as help obtainebgtarameters [Szeplewicz 2011].
A variable reflecting general economic conditioass/es the following purposes:

e Controls for the variability of factors influencinemand;

» Controls for performance of various sectors thacpase steel goods;

* Increases model’s reliability and extends the faséiog horizon;

« Allows for early identification of fluctuations owy to its leading properties.

A relevant indicator was sought for among those teasure the activity of
various industries. Both domestic and internatiodalabases were considered.
Given the nature of demand in the steel and irdiusiry, business climate index
for the processing industry published by the Cérfatistical Office (GUS -
Glowny Urzd Statystyczny) was selected for further resealtchefers to the
Polish market where the major part of transactiéms the sample data is
conducted. The indicator comprises of respondentg’ent assessment on: order
backlog, financial soundness, expected delaystthingepayments by contractors,
selling prices and employment. Such tests are safidyy used to diagnose
economic conditions in a short term and are disted as questionnaires [GUS
2013]. They should be considered as CEO’s subgcipimions. They enrich the
knowledge about markets. Subjectivity can be reggards a weakness but we
assume that predictions of entrepreneurs will @eslated into action, i.e. they will
be more prone to invest when economic conditioesfavourable. Selecting the
index for the processing industry is explained I tfact that it measures
performance of industries producing metals, metaddpcts, machinery and
equipment while the industry’s production is adskeesto entities operating in the
iron and steel or metallurgical industry. On thp td that, the indicator is easily
accessible and published with a monthly delayeftiaces subjective opinions of
experts in a company. That covers the question toade-off between statistical
methods and intuition when determining future detnéavels. We expect that
experts” assessment is based on monitoring su@taiods or tracking information
in trade magazines or through participation in érg@dirs. Business climate
indicators measure the condition of a number cfteel industries and may provide
additional information that an expert does not pessThere are some interesting
findings from [Franses and Legerstee 2013] who idensthe inclusion of
a variable reflecting opinions of people involvedsales and marketing activities.
They assume that the final forecast is a weighteetage of an expert’s and
model’s forecasts. Adding the variable did not iowerthe forecast significantly.
Its accuracy increased only in the event of an expaving very specific
knowledge.

In this sense adding the business climate indidat@ way to include an
average opinion of various agents acting in the katarinstead of CEOQO’s
predictions solely.
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EMPIRICAL ANALYSIS

Data Description

Demand level data of a Polish enterprise operaiinthe steel and iron
industry constitute a monthly time series for tleeiqgd 2004-2012. The company is
among the leading and mid-range 50 players of nldeistry. The chart presents
significant demand fluctuations (Figure 1). A des® can be observed in the
average demand levstarting from 2009. The production is purchasedéyeral
industries like metallurgy and machinery and tagdedt the Polish market mainly.

Figure 1. Monthly steel products sales of a sarapterprise in 2004 — 2012 (in tons)
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Source: author’s calculations

The seasonality test was carried out in Demefrae general evaluation of
the model is consideresbvere, which means that results of the seasonality check
cannot be trusted. In such instances it is advisegerify the series case by case
and modify parameters in the specifications windofvDemetra to improve
the quality of the adjustment if needed [GrudkowgKRA43]. There is a significant
drop in the demand level if we compare the peridd92- 2012 with 2004 - 2008.
Therefore the earlier observations may not be aglevBut a time series needs to
contain data for at least 5 years so that the piires used in Demetra can produce
a reliable outcome. Eventually an analysis is edriout for the period 1/2007 —
12/2012, which fulfils this requirement. The motleghs out to be of a good quality
and the analysis carried out in Demetra gives ddeece of seasonality. This

! Demetra - a software for seasonal adjustments.
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conclusion is based on the results of the F andsk&ieMWallis tests for stable
seasonality. For both tests the null hypothesisanf-seasonality is rejected with
value equal to 0.02 and 0.04 respectively. The myibothesis of the F test
assuming the lack of moving seasonality cannoefeetred withp value = 0.1. We
conclude on the stable seasonality of the narrdinesl series.

The Augmented Dickey-Fuller unit root test indicateon-stationarity of
the time series. The null hypothesis is not regateth p value equal to 0.84.
The same test carried out for variable’s firstatiénces rejects the null hypothesis
of non-stationarity, giving an evidence of thetfilegree integratiorp(= 0.003).

The SARIMAX mode

ARIMA (p,d,q) is first built for the period 2007 2012. It now has 72
observations, which is sufficient to apply the mlod&o find the optimal
parameters the ACF and PACF are examined. Basirtatrand on the results of
the unit root test, ARIMA (1,1,1) is chosen. Modétion of p and g does not
improve the model, indicating statistical insigo#ince of both parameters.
Residuals correlogram is generated showing auteletion at lag 10. We would
wish to find a better model. In the next step SARI,1,1)(0,1,1) is builtP, D,

Q parameters are chosen based on backward selediadole 1 presents the
specification of the model and information criteria

Table 1. The SARIMA (1,1,1)(0,1,1) model

Coefficient | Std. erron z p-value
phi_1 0.5090 0.1559 3.265 0.0011
theta_1 -0.9232 0.1169 -7.899  0.0000
Theta_1 | -0.9999 0.3033 -3.298  0.0010
Log-likelihood -564.937 | Akaike criterion| 1137.874

Schwarz criterion| 1146.981) Hannan-Quinn 1141.500

Source: author’s calculations

The SARIMA forecast is entirely based on past valughich calls for
a variable controlling for the future. The modekdmot provide with explanation
of demand volatility, except for seasonal influencdo address that, the
SARIMAX approach is introduced. The processing sidyu business climate
indicator is added as an input variable. It is sedsonally adjusted. The impact of
seasonal factors was examined in Demetra with RAMO/SEATS procedure.
The seasonally adjusted time series was producdx tosed in the model with
overall evaluation of the model defined as goode Pugmented Dickey-Fuller
unit root test indicates non-stationarity of theie® The null hypothesis is not



Demand forecast with business climate index ... 33

rejected withp value = 0.61. The same test carried out for végiabfirst
differences rejects the null hypothesis of noniatatrity, giving an evidence of the
first degree integratiorp(= 0.03).

The starting point is the model with 12 lags foe ihdependent variable.
Backward selection is used to determine the loniggstThe lag order 4, 5 and 6
are significant and the lowest values of informatioiteria are observed for the lag
order 6, hence it is chosen solely. The Doornikg¢annormality test does not
allow for rejecting the null hypothesis that resitbuare multivariate normal with
p value equal to 0.50. Table 2 shows parametetseafiiodel. SARIMAX turns out
to be better when log-likelihood, Akaike and Harw@guinn criteria are compared.

Table 2. The SARIMAX (1,1,1)(0,1,1) model with bosss climate index

Coefficient | Std. erron z p-value
phi_1 0.4794 0.1060 4.524| 0.0000
pheta_1| -1.0000 0.0751 -13.32 0.0000
Theta_1| -0.9999 0.2944 -3.396  0.0007
index_6| -1.4273 0.6955 -2.052 0.0401
Log-likelihood -563.3111 | Akaike criterion| 1136.622

Schwarz criterion | 1148.006 Hannan-Quinn 1141.1p4

Source: author’s calculations

Co-integration between the two series was testethgushe Engle
and Granger approach [Engle and Granger 1987]. sSHmeple series shows no
evidence of co-integration with the business clariatlicator, therefore we cannot
conclude on their long-term relationship. This temiconfirmed by the Johansen
approach. For the Johansen test we fail to repechull hypothesis that there is no
co-integration vector witlp = 0.58 for the eigenvalue test gmet 0.66 for the trace
test. We expect such a result as due to a hightilitylaof market conditions.
Factors influencing demand change constantly whisés not allow for a long-
term relationship to prevail. This could be veufiwith longer time series, both are
relatively short however. There are two reasongHat: gathering information on
business climate indices is quite a recent actatyg it is not advisable to analyse
the company’s sales in the transition period, & 1890’s, as market conditions
were extremely different.

Results Comparison

Table 3 presents a comparison of forecast accureegsures for SARIMA
(1,1,1)(0,1,1) and SARIMAX (1,1,1)(0,1,1) with thleusiness climate



34 Magdalena Barska

indicator for the last 9 observations exclutleBetter ex post accuracy
measures are observed for SARIMAX. An improvemeoitnf SARIMA to
SARIMAX is slight but noticeable when comparing mearrors
and Theil's U which are lower for the latter.

Table 3 Ex post forecast accuracy measures

Forecast Evaluation Statistics | SARIMA | SARIMAX
Mean Error -204.95t 106.29t
Mean Squared Error 2.41e+005 2.08e+005
Root Mean Squared Error 491t 456.36
Mean Absolute Error 389.87t 338.14t
Mean Percentage Error -80.163 -21.52
Mean Absolute Percentage Error 100.13 75.04
Theil's U 0.84 0.70
- Bias Proportion, UM 0.50 0.17
- Regression Proportion, UR 0.36 0.59
- Disturbance Proportion, UD 0.14 0.24

Source: author’s calculations

Figure 2 presents forecasts based on SARIMA and ISAR 3. For
ARIMAX the accuracy of an interval forecast is ieased. The average confidence
interval set at the 95% level shrank by about 18#/8ARIMAX (Table 4).

Figure 2. Forecast demand in tons for the peri@@ 42 — 12/2012
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2 This number was chosen to build a forecast fdeast 10% of observation and to keep
enough cases in the learning set for the relatishlyrt sample time series. On the other
hand, the forecast must be for at least 6 monthadfor the company to be useful.

3 Forecast carried out in a continuous manner, withe-estimating model’'s parameters.
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Table 4. Comparison of SARIMA and SARIMAX averaggerval forecast

SARIMA | SARIMAX | % Difference
Average Confidence Interval Widt  2598.38 2254.22| 13.25%

Source: author’s calculations

The comparison of mean errors and the confideneevia reduction prove
that SARIMAX is a slightly better fit. Choosing SNRAX serves the purpose of
building a relatively simple model, but of a goagatity and with good predictive
properties.

CONCLUDING REMARKS

The achieved result and verification of SARIMA aBARIMAX quality
measures lead to the conclusion that the busiresate indicator can be a good
predictor of future demand levels. SARIMAX’ foretascuracy slightly improved
when compared to SARIMA. The indicator controls fgeneral economic
conditions in companies” external environment tleeeenot only is the forecast
based on past values but a component informing tatheu future is added. It
proves correct to forecast the demand for proddetficated for the metallurgy,
engineering and steel industry. As this is a bussinelimate indicator, it may
provide with a subjective evaluation, but we assuha entrepreneurs’ opinions
will be translated into action. As no co-integratizvith the analysed series is
observed, we cannot conclude on the long-termioalsttip.
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