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Abstract: The aim of this paper was to compare the new tecien(survival
analysis) used in the credit risk models with ttaglitional one (discriminant
analysis), analyse the strengths and weaknessbstlofmethods and their
usage in practice. This study attempts to use neaormmic data to build
models and examine its impact to the prediction.tRis purpose, a number
of models was built on the basis of the sample5gf7lenterprises including
494 defaults. The time range covered by sample2@ag-2012.
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INTRODUCTION

Credit risk is the most important type of risk tdieh banks are exposed.
This is due to their role as financial intermediariAlso different factors have an
impact on the credit risk level in banks, includitlge credit conditions and
creditworthiness methods. The main factor limitthg risk of the credit portfolio
is good economic and financial situation of theers, in this case - company.
Therefore, a special attention to the proper assm#s of customers’
creditworthiness should be paid and then the suigsggmonitoring of their
financial situation should be carried out.

The wide range and increasing availability of thedd in modern societies
have led to the inordinate indebtedness of mansola@rs (Allen and Rose, 2006).
Since the problem of insolvency is getting bigged &igger, the interest in the
effective management of customer debt repaymeais@sgrowing.
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The recent developments in the financial literatdeenonstrate the various
questions posed in front of the financial analystso build models based on
survival analysis. Over the past 25 years, thishogtwas implemented and
successfully used in many fields of finance. In 9,98ltman suggested measuring
the expected mortality of bonds and, consequeltis rates in a similar way to
that which actuaries use to evaluate human mort&tit2000, Altman and Suggitt
(2000) applied this analysis to assess the riskogborate loans. In 1998, Lando
estimated the bond default time, using a propoalidrazard model for survival
analysis, and applied macroeconomic variables adigiors (Lando 1998). The
same approach was applied to modelling creditiristhe valuation of bonds and
other financial instruments by Pierides (1997).

However it is recognized that the idea of the aggpion of survival analysis
in the credit risk models (credit scoring) wastfissed by Narain in 1992, and
further developed by Carling et al. (1998), Stepanand Thomas (2002), Allen
and Rose (2006), Malik and Thomas (2006). In ak#papers the parametric or
semiparametric regression techniques for modeliregtime to default (duration
models) were used.

An interesting research was done by Nunes at 8ll4® where authors using
probit regressions and on the basis of two resesaafples: 1589 family-owned
SMEs and 485 non family-owned SMEs checked whethere are significant
differences between family-owned SMEs and non-fgoiined SMEs for
determinants of survival. The results obtained slibg existence of significant
differences between these two types of companiethédeterminants of survival.
In the context of family-owned SMEs, authors thithlat: size, age and R&D
expenditure are neither positive nor restrictiveedainants of survival; cash flow
and labour productivity are positive determinantsuarvival; and, debt, interest
paid and risk are restrictive determinants of sualviln case of the second group of
SMEs, size, age, cash flow, debt and R&D expenglitine positive determinants of
survival, with interest paid, risk and labour protiaty being neither positive nor
restrictive determinants of survival.

In the paper written by Glennon and Nigro (2G0&)was presented that the
default behaviour of the analysed loans is timesisiga. The likelihood of default
iIs pretty high at the beginning, then peaks in seeond year, and declines
thereafter. Authors used a discrete-time hazardetrarad from the received results
showed that the likelihood of default is conditibrman customer, lender, loan
characteristics, and changes in economy.

1'P. M. Nunes, Z. Serrasqueiro, J.V. da Silva: “Fgmivned and non family-owned

SMEs: empirical evidence of survival determinanEcbnomics and Business Letters, 3(1),
pp.68-76, 2014

2 D.C.Glennon, P.Nigro: ,Measuring the Default RefkSmall Business Loans: A Survival
Analysis Approach”, Journal of Money, Credit, ananRing, Volume 37, Number 5,
October 2005, pp. 923-947.



Default prediction for SME ... 371

Giovannetti et al. (2013) wanted to check the weghat the

firms’ survival is often seen as crucial for ecomomgrowth and competitiveness
In their research they considered business demlgrap Italian firms, using an
original database. They considered consider tleeedfect, technology, trade, FDIs
and innovation on companies’ survival probabilifthe results obtained suggest
that size and technological level positively affdet likelihood of firms’ survival.
It was also interesting that the internationaliziechs showed higher failure risk:
on average competition is stronger in internatiaomarkets, forcing firms to be
more efficient. However, large internationalizedm® were more likely to
‘survive’.

Different approach was proposed by Moon and SobaXP. According to
authors, the scorecards are often filled-in bagethe evaluator’s total perception
rather than the individuals’ scores of which therscards are built. Authors
proposed a survival model that considers the tindefault as well as the total
perception scoring phenomenon. Their approach eanskd during the decision-
making process in various areas of technology, éiample in R&D), alliances,
transfers, and loans.

Papers regarding such types of models in Poland traich shorter history.
The implementation of the western models to thekataof enterprises which
function in the transition economy such as Polaaited. It appeared that those
models are not successful in conditions of thetipali and economic changes.
Unsatisfactory effects of using foreign models oli$h conditions contributed to
developing research into domestic models. The mpoptilar became the models
based on discriminatory analysis as it is the adsead.

We propose a model for companies’ prediction basedthe survival
analysis. This model will be compared with the madgng the traditional method,
i.e. discriminant analysis.

The paper is structured as follows. Section 2 dessrthe approaches used
to estimate the probability of default. In Sectidnthe data set was described.
Results of the models are presented in Sectioeetidh 5 contains conclusions.

DISCRIMINANT ANALYSIS

Discriminant analysis is used to determine whichHaldes can be used to
identify two or more groups from the analyzed dst It allows identifying these

3G. Giovannetti, G. Ricchiuti, M. Velucchi: Sizeniovation and internationalization: a
survival analysis of Italian firms”, Applied Econdes,Volume 43, Issue 12, 2011, pp.

1511-1520.

4T.H.Moon, S.Y.Sohn: “Survival analysis for techogy credit scoring adjusting total

perception”, Journal of the Operational Researahiebp (2011) 62, pp.1159-1168.
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variables which allows classification of differagroups with higher accuracy than
the random ones.

The purpose of discriminant analysis is a corréadsification of observations into
two subspaces defined as groups. Discriminant iome$ defined as maximization
of the distance between subpopulations (groups)discriminant analysis the
classification of units as defaults or non-defauisbased on minimum two
explanatory variables. Simultaneously the analysiscarried out taking into
account all selected ratios. It is crucial to fimat dependencies between variables
enabling a correct distinction of entities. In disgnant analysis the dependent
variable is qualitative (binary). The classificatiof entities is based on linear
discriminant function. Synthetic ratio arose agsutt of applying the model (value
of the function) makes it possible to classify grgity. However the discriminant
analysis are limited to certain extent. It is pbksito apply it when the analysed
ratios are normally distributed. It is also necegsa meet the assumption of their
independence and completeness. The lack of fuilinof assumptions influence
negatively the classification capacities of the elodChecking whether the
assumptions about ratios were fulfilled can befigtiby applying relevant tests
and statistical procedures.

Discriminant functions, which are used to build tiwalriate warning bankruptcy
models, take different forms — linear, square, etc.

Linear discriminant function takes the following rio (Ptak-Chmielewska,
Peczkowski 2009):

Z=ap+a X1 +aXz+ ... +taXp, 1)

where:

Z — target (dependent variable),

ap — constant,

a; —-a, — parameter estimates (weights),

X1, Xo, ..., Xn — explanatory variables (financial ratios).

The presented discriminant function is also knoven aa Fisher discriminant
function. Parametersa, are called discriminatory factors (weights). Afte
determining the discriminant function the next stepo define the limit, allowing
for classification of the individual being at adimcial risk or not. Usually a mean
value of the discriminant function is being detered for each group and then the
cut-off value between the means. If the z valuetlfier current company is lower
than Zu.ottthen the company is classified as being at ban&yupigk otherwise is
classified as a good company. The model’s effigieilscassessed calculating the
type | and type Il error. The first one determirtbge percent of companies
classified as being at bankruptcy risk, while tleeond category represents the
percentage of companies classified as good ones.
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Altman, who presented his model in 1968, is consideto be the precursor
of multi-dimensional modelThis model is a combination of ratio analysis and
statistical method - multivariate discriminant aisé. The author analyzed 22
factors on a group of 66 companies (33 bankrupt3hdon- bankrupt onedhn
the subsequent stages of the analysis he discéndedeaker predictors and the
final model included 5 indicators. In 1977, Altmand his team conducted further
studies related to the companies’ bankruptcy ptiedicHe analyzed 58 bankrupt
and 58 healthy companies. The result is a modedistimg of 7 variables without
specified weights, and hence a discriminant functi@s not designated. Prediction
of bankruptcy a year before the event reaches 9@845ayears before the event
amounts to 70%.

The next version of Altman's model was developeti9@3. E. I. Altman has made
changes in the weights assigned to the variablésedirst model. The value of the
misclassification error was 6%. The next improvetmeh the Altman model
concerned reducing the impact of economic and inggpecificity to the Z index
value. Altman models have been developed for coiepamperating in the U.S.
market. Its application for companies operatingthner conditions does not give
very high discriminatory power.

The Z-Score Model selected for this paper applicatias based on the following
revised model:

Z=0.717X1 + 0.847X> + 3.107X3+ 0.420X4 + 0.998Xs

where:

X1 =Working capital/Total assets

X2 = Retained Earnings/Total assets

X3 = Earnings before interest and taxes/Total assets
X4 = Book value of equity/Book value of total debt
Xs = Sales/Total assets

Z = Total Index

In the estimation data, the Z-Score Model classifterrectly 90.9% of
bankrupt firms and 97.0% of the non-bankrupt firimsall, the data included 66
firms (33 + 33). Thus, the classification accura@s only slightly less impressive
than for the original model. Altman did not tesé tnodel on a secondary sample
due to lack of a private firm data base. In coniclgdremarks, Altman (1983)
regards the general applicability of his Z-Scoredelaas debatable. The model did
not exclude very large and very small firms, theaslation period was quite long,
and the analysis included only manufacturing corgzandeally, development of a
bankruptcy predicting model should be done basech@mogenous group of
bankrupt companies and data as near to the prasgmssible. Altman advised the
analysts interested in practical utilization of #¥&core Model to be careful.
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SURVIVAL ANALYSIS

Survival analysis is a collection of statisticabpedures for data analysis, for
which the analyzed variable is the time of the év&o it is a study in time,
counted from the time when a case "came into" ebsien until the occurrence of
the event.

The idea of using the survival analysis to assesditcrisk, and more particularly
to model PD (Probability of Default), is shown oigife 1. It shows three cases
that may occur in practice during the lifetime afanpany.

The first customer (A) defaulted before the enthefcredit. In this case, the
lifetime of the customer (time to default), is oh&ble during the analysed period.
Customers: (B) and (C) present two different siturt. In both of them it is not
possible to observe the time of default, so theuistaf them is censored. In case of
customer (B) it is only the time from the starttbé loan to the end of the study,
while in case of customer (C) presents a situatibrere the end of the loan
occurred before default (i.e. early repayment).

Figure 1. Idea of the survival analysis

A Default

No defaul

C NSJ default

0] t
Source: own elaboration

Survival and hazard function

Two important functions in survival analysis are gurvival function and
the hazard function. The first function is a coatios function representing the
probability that the ‘failure timeT of an individual (company in this case) is
greater than time

sltjx) = P(T >t[X = x) =I f (uxpu 2)
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The hazard functiom(t) represents the point in time default ‘intensigy’ timet
conditional upon survival up to time

. p(th <t+AtT 2t, X :X)_ f(t|x)
h{tx) = fim, At - slx) ! )

There are many different models used in survivabhamis. Models are
differentiated according to assumptions about fonet form of hazard rate and its
variability in time. In practice the most frequgntised model is proportional
hazards Cox regression model. For this reasonntbidel was presented in more
details in this paper.

For Cox regression model the hazard function ismgiyy formula:

h(t]x,,...x ) =h(t)exdax +..+a. %), (4)
where: hy(t) - means base hazard, parametrically non-spedifiection of time

andxi,Xo,...Xk- means explanatory variables (including time delpanvariables).

Cox proposed also the special type of estimatiothatkt called pseudo-
likelihood (Cox, 1972). This method divides the elikood function for
proportional hazards model into two parts: firstluding only information about
parameters and second, including information abpatameters, and hazard
function. Division into two components is justifiddcause first depends only on
sequence of events occurrence, does not depengachtene of occurrence, and
the second is 0 and is omitted.

Main advantage of Cox model (and other semi-panacn@nodels) is
assessment of many variables (including time degendariables) influence on the
process without necessity of base hatg(t specification. The main disadvantage
of Cox model is hazard proportionality assumptidhis assumption impose that
for each pair of individuals in any time the hazeatk is fixed. The relative hazard
(ranking) for individuals is stable in time.

Despite this limitation of Cox model, it is espdgiaattractive for
researchers in case of (Blossfeld and Rohwer, 2002)

- unknown shape of hazard in time;

- no theoretical bases for parameterization;

- no possibility of functional shape of hazard sfestion;

- main interest is focused on explanatory variabi#lsence on hazard.

Above mentioned advantages in using Cox regressiodel make this
model useful in risk of enterprises’ liquidation daeting. The only disadvantage of
this model is proportionality assumption which imeplfixed proportion of hazard
for individuals during the observation time peridthis problem may be solved by
including additional time dependent variables ire tmodel (like interaction
between variable and the time). For checking ttepgntionality assumption the
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easy way is to include the interaction with tinfee significance of this parameters
confirm that the proportionality assumption is wid. In this case model is named
non-proportional hazards Cox regression model. Resfl Cox model estimation
are parameters describing the influence of exptapatariables on the probability
of event occurrence and on the base hazard (the farall individuals, dependent
only on time).

DATA DESCRIPTION

The available data comes from one source and cevpesiod from 2002
to 2010 (2004-2012 for defaults history), so thelgleconomic cycle was covered
and therefore, the condition required for paramesgimation of PD is fulfilled.
There are 1053 good and 494 bad companies in thplsaThere are 2910 F&
total. The sample was limited to companies witmower between 2-35 million
Euro.

Additionally, the macroeconomic variables were uigield in the study.
These variables are shown in Figure 2. It is wonéntioning that in the models
using discriminant functions these variables wetaics (applied at a certain
moment of time, e.g. at the date of bankruptcy)wehler, in the models using
survival analysis, these variables were dynamit.vAlues were available at the
time of FS date (end of calendar year).

For the purpose of this analysis only three vaeshblere selected: GDP
(Gross Domestic Product — dynamics), unemploymené r(in %) officially
registered, CPI (Consumer Price Index). It is etgmbdhat high and increasing
GDP should positively affect the probability of delt. High unemployment rate is
characteristic for downturn in economy and shouldrease the probability of
default. The effect of CPI (inflation) is not obu® but higher inflation is rather
positive in economy and should decrease the priifyabf default in enterprises
segment indirectly.

An important issue, when estimating the PD parametehe fact that the
length of the observation period of the data usedhe parameter estimation must
be at least five years, and come from at leastsonece, regardless of whether the
source is internal, external, or a combinationathl{Basel requirements).

5 FS — financial statement



Default prediction for SME ... 377

Figure 2. Macroeconomic variables in the analyssibg
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Source: GUS (Polish Central Statistical Office)atbatse
THE RESULTS OF THE MODELS

In our empirical analysis we have applied AltmarScore model to our
sample. In the next step we estimated the sur@eal model with the same ratios
as in Altman’s model. In the final step we havduded macroeconomic variables.
In each step we checked the proportionality assiomjxt Cox model.

In a first step the Z-Score Altman’s model was #&gupbland Z-Score
discriminatory power was not very high (AUC=0.699)is assumed that AUC
should be at least 0.75-0.80 to assume the distabmiy power as satisfactory. For
the sample of Polish enterprises the effectivermdégis model was rather low-
medium. It could be due to high heterogeneity of $ample. The sample
represents rather homogenous group of enterprsizs as concerning the size but
heterogeneous as far as concerning the type oftgdtoranch).

In the next step the Cox regression model withioaigAltman’s variables
(ratios) was estimated. All five ratios were sigraht (see Table 1).

The strongest influence was like in Altman’'s Z-Scdior ratio X
(Earnings before interest and taxes/Total asskis)ease by 1 unit in this ratio
leads to the decrease of default risk by about 90%.

Accuracy power of this model is much higher compaurio Altman’s Z-
Score and amounts to AUC=0.746. This level of mtadd power may be assumed
to be on the medium level.
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Table 1. Results of the Cox regression model withiimal Z-Score ratios

Parameter| DF Par.ameter Standard Chi-Square | Pr. > chi Haz_ard
Estimate Error Ratio
X1 1 -0.35351 0.08611 16.8557 .0001 0.70p
X2 1 -0.92721 0.20987 19.5195 .0001 0.396
X3 1 -2.42348 0.23393 107.3235 .0001 0.089
X4 1 -0.41582 0.06930 36.0033 .0001 0.660D
X5 1 -0.16972 0.03212 27.9141 .0001 0.844

Source: own elaboration

It was necessary to check the proportionality aggiom in Cox regression
model. One of the simplest ways of checking thisuagption is to include the
interactions with time for variables:Xs (see Table 2). Significant interaction
effect means lack of proportionality assumptionfifolent. In our model the
interaction with time was significant fors»Xs.

The interaction with time for variables; and X is significant. For those
variables the assumption of proportionality is ifldfl. For variables ¥Xs the
negative coefficient means that the negative imidgeon the risk is enhanced with
time.

Cox survival model is named non-proportional modehen the
proportionality assumption is not fulfilled. Thecacacy ratio for such a model is
much higher AUC=0.827.

The next step was to include the macroeconomicabbas in Cox
semiparametric model. Results for such a combinatie quite promising. The
included variables were significant (except infiadi. Results are presented in
Table 3.

The higher the GDP and unemployment rate levelddiver the risk of
enterprises’ default. The direction of unemploymeate influence is not obvious.
However it is not confirmed in other research rssulhe accuracy power of this
model is even higher than the previous one. Macm@wic variables increase the
effectiveness of the model. The accuracy level begssessed as satisfactory.

Table 2. Interaction with time in Cox regressiond®lo- proportionality assumption

Parameter DF Parz_;\meter Standard Chi-Square Pr. > chi
Estimate Error
duration*X1 1 0.00631 0.00599 1.1101 0.2921
duration*X2 1 -0.01065 0.01451 0.5381 0.4632
duration*X3 1 -0.06547 0.01536 18.1651] <.0001
duration*X4 1 -0.05530 0.00474 136.2655 <.0001
duration*X5 1 -0.02548 0.00216 138.7192 <.0001

Source: own elaboration
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Table 3. Semiparametric Cox model with macroeconorariables

Parameter DH Parqmeter Standard Chi-Square| Pr. > chi Haz"?“d
Estimate Error Ratio
X1 1 -0.56683 0.08378 45,7800 <.0001 .56
X2 1 -1.39851 0.20301 47.4556 <.0001 247
X3 1 -2.62719 0.22354 138.1217 <.0001 .07p
X4 1 -0.45197 0.07127 40.2140 <.0001 .636
X5 1 -0.17275 0.03288 27.6053 <.0001 .841
GDP 1 -0.16940 0.02839 35.5974 <.0001 .844
Unemployment 1 -0.16784 0.02647 40.217% <.0001 .845
CPI 1 0.08828 0.06511 1.8383 0.1752 .09pR

Source: own elaboration

Table 4. Cox regression model with macro variables interactions with process duration
- nonproportional hazards

Parameter DF Parz_;\meter Standard Chi-Square|  Pr. > chi
Estimate Error

duration*X 1 -0.00945 0.00906 1.0874 2971
duration*X2 1 -0.02461 0.02165 1.2925 .2556
duration*X3 1 -0.05049 0.02224 5.1548 .0232
duration*X4 1 -0.01474 0.00489 9.0809 .0026
duration*X5 1 -0.00411 0.00220 3.4828 .062(
duration*GDP 1 -0.03799 0.00185 422.9914 .00011
duration*Unemployment 1 -0.07100 0.0030d 559.2011 0001
duration*CPI 1 -0.12050 0.00540 497.1254 .0001L

Source: own elaboration

The interaction with time for CPI is significaniplever the estimation for
this variable was not significant.

CONCLUSIONS

In recent years there have been many changes iorédit environment.
Banks offer a variety of financial products to alevrange of customers, including
those who do not know the law. In view of the rapidrease in the volume of
information on the applicants, the financial ingittns have the ability to seek out
and create newer and more sophisticated credit isiode

In view of the recent financial crisis, banks hagelized the need to take
account of macroeconomic variables in these modatge the economy has a
huge impact on the ability of customers to settbilities. Since the method used
does not allow taking into account in the modatsetidependent variables (time
dependent), there is a need to find such methbdeeins that survival analysis is a
technique that is facing these requirements, becauselps to determine when a
specific event occurs in the future, and not jagtredict whether it occurs at all. In
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the case of credit, this event is of course theluency of the borrower. Banks

want to know when a customer ceases to repay thandment to be able to

prepare in advance for this event, and possiblg tadtion to minimize losses. The
possibility of macroeconomic variables, makes thesmlels dynamic, and the
banks can observe how these variables affect le¢ ¢é bad debts.

Currently the most common method used in the defaabels for SMEs
is the discriminant analysis or logistic regressibseems, however, that more and
more importance is put on the survival analysig tits properties. From the
presented description of the survival analysisait be noted that there are several
reasons why it is worth using it as an alternamethod to traditionally used static
models (e.g. logistic regression models). Firsalgfit should be emphasized that
the use of survival analysis in modeling the congmbankruptcy risk can extend
the standard static approach into the dynamic one.

Other advantages of using the survival analysihateare as follows:

1) possibility to use censored data - event ocatmsn the company is eliminated
from the observation data set before registeriegdifault,

2) avoiding the instability which can appear doerigidly fixed length of the
observation time,

3) event time estimation allows following the ridéfault intensity,

4) obtaining the “dynamic” probability forecasté event (forecast value is a
function of time), which is very useful when detemmg the appropriate
strategy and policy,

5) ability to implement changes in the economiwimmment in credit risk
assessment using time dependent variables suchae wariables.

Generally, usage of the survival analysis as aarradtive approach to
model bankruptcy (default) risk, gives the wideawte to use the results of these
models than when using the standard statisticalhoalst gaining also the
improvement of the model bankruptcy prediction.our further research we are
going to include more macroeconomic variables wpititential influence on the
analysed process of bankruptcy. We will apply thwdel also on more
homogeneous sample with the latest available data.
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