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HOW DEMOGRAPHY AFFECTS THE ECONOMY  
– IMPACT OF POPULATION AGEING ON INFLATION 
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Abstract: The motivation of this paper is to check whether inflation is linked 
to the population age structure. To check this hypothesis, a panel data model 
is used. We regress the changes in CPI on a set of macroeconomic variables. 
The results of the estimations suggest that there may be a relation between 
demography and low-frequency inflation. A larger old-age dependency ratio 
is correlated with lower inflation. This may confirm some of the previous 
empirical findings that ageing is deflationary when related to increased life 
expectancy. 

Keywords: population ageing, inflation, demography 

JEL classification: C23, J10 

This is a preliminary draft. This paper was prepared for the 18th Conference of Quantitative 
Methods in Economics organised by Department of Econometrics and Statistics, Faculty 
of Applied Informatics and Mathematics, Warsaw University of Life Sciences. This work is 
part of on-going research supported by the National Science Center under Grant 
2015/19/N/HS4/00363. 

INTRODUCTION 

In the nearest future many advanced economies will face the demographic 
change. Not only are we experiencing a slowing population growth due to 
decreasing fertility rates. A deterioration in fertility rates among increased 
longevity leads also to population ageing. In almost all advenced economies the 
ratio of elderly people in the population increases. The pace of this increase is also 
getting quicker. According to OECD population projections, over the next 50 years 



2 Paulina Broniatowska 

ageing will be rapid, with old-age dependecy ratios more than doubling in many 
developed countries. 

At the same time, many of these economies are facing a very low inflation 
level. Inflation that was high in most countries in the 1970s, is now chronically 
low. A conventional approach would suggest that population ageing as a slow-
moving trend is not connected to inflation, which is a monetary phenomenon. 
However, recently in the public debate the opinion appeared that low inflation 
levels may be linked to changing demographic population structures (see eg. 
Shirakawa 2011a,b, 2012, 2013; Bullard et al. 2012). Therefore, a larger share of 
the elderly in advanced economies may make it more difficult to exit the low 
inflation trap. If there really exists a link between demography and inflation, it may 
also cause significant implications for the conduct of monetary policy. 

Therefore a motivation of this paper is to check whether changes in the age 
structure of population can impact inflation, especially whether the rise of the old-
age dependency ratio is correlated with lower inflation rates. In order to achieve 
this, firstly, the character and strength of this relation will be analysed. Secondly, it 
will be checked whether one can distinguish between the effects on inflation 
caused by two different dependent groups, namely changes in the shares of young 
(aged 0-15) and elderly (aged 65 and over) population. The main focus is however 
set on elderly population. 

The reminder of this paper is organized as follows. In the Literature review 
the hitherto literature is being presented and discussed. The second section 
describes the data and the methodology used in the empirical analysis. It also 
presents key facts about population ageing in the analysed countries. Finally, the 
last section investigates empirically the link between inflation and demography in 
selected economies and concludes. 

LITERATURE REVIEW 

To the best of the author’s knowledge there is still little evidence on the 
hypothesis on impact of population ageing on inflation. Moreover, few empirical 
studies that have been devoted to this topic remain non-conclusive on the sign of 
the impact of demographic changes on inflation. 

The existence of a link between inflation and age-structure of population was 
regularly mentioned by Shirakawa [2011a, 2011b, 2012, 2013]. The former 
Governor of the Bank of Japan has repetedly stated that an ageing population could 
lead to an increase in deflationary pressures, primarily due to expectations of a 
slowdown in economic growth. In addition, it may cause a reduction in the size of 
consumer demand and investment. Looking at the hitherto publications on inflation 
and demography, two contradictory streams of research can be distinguished. 

The more popular and traditional view emerges from the life-cycle 
hypothesis. As the median age of population increases, more households finance 
their consumption from before accumulated savings and do not directly produce 
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added value. Therefore the discrepancy between aggregate demand and output in 
the economy rises and demand-driven inflationary pressure appears. 
Simultaneously, as the labour supply is shrinking, wages are being pushed up, 
which increases inflation through the cost channel. 

In line with this theory, McMillan & Baesel [1990] confirm the forecasting 
power of demographics for low-frequency inflation. They use correlation between 
demographics and inflation in the United States to predict the moderation of 
inflation in the 1990s. Lindh and Malmberg [2000] describe the impact of 
demographics on the existence of low-frequency inflation using a panel model. 
They estimate the relation between inflation and age structure on annual OECD 
data 1960–1994 for 20 countries. According to their results increases in the 
population of net savers dampen inflation, whereas especially the younger retirees 
fan inflation as they start consuming out of accumulated pension claims. 

More recently, Juselius and Takáts [2015], who performed a panel data 
analysis on 22 advanced economies over the 1955-2010 period, suggest that 
population ageing could lead to increased inflationary pressures. Their estimates 
show that demography accounts for 1/3 of the variation in inflation in the analysed 
period. They find a stable and significant relationship between the age structure of 
a population and low-frequency inflation. In their following work, Juselius and 
Takáts [2016] confirm that the age-structure of population is a systematic driver of 
inflation. According to their research, in the US this age-structure effect accounts 
for about 6.5 percentage points of disinflation between 1975 and 2016.  

Recently new views appeared in the literature and another outlook on the 
link between low inflation and ageing gained on popularity. One of the arguments 
are the demand-side effects of population ageing. Changing consumption 
preferences would lead to reduced aggregated demand and lower inflation. 
Analyzing lifecycle consumption and saving patterns (see eg. Ando and Modigliani 
1963) suggests that net consumers cohorts (dependents) drive up the real 
equilibrium interest rate. This trend was analyzed by Anderson et al. [2014], who 
by using the IMF GIMF Model finds deflationary pressures from ageing, stemming 
mainly from declining GDP growth and falling land prices. 

Yoon et al. [2014] conduct a panel data analysis to prove that population 
ageing has economically and statistically significant impact on key macroeconomic 
variables. They find that while population growth is inflationary, in the long run 
dependant cohorts appear to have negative inflationary pressures.Their estimation 
proves that in the long run societies with larger dependant age groups and smaller 
working age population face a statistically significant decline in hours worked, real 
rates, savings and investment and higher inflation. 

Konishi and Ueda [2013] argue that ageing could be more deflationary when 
caused by increased life expectancy. This is because the government is motivated 
to appease older voters by supporting the income of the elderly by increasing 
income tax rates. In general, rising ageing-related government spending can be 
financed either by income tax or by producing inflation. Rising income tax 
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increases the burden for younger generations who are economically active. 
Producing inflation is however costly mostly for bond-holders, who are in general 
the older generation. Therefore, when there are more elderly people in the society, 
their political influence rises. Also empirical research conducted for Germany by 
Faik [2012] and for a sample of OECD countries by Gajewski [2016] show that 
demographic ageing exerts downward pressure on prices. 

Effects of ageing may also depend on its causes. According to Katagiri et al. 
[2014] ageing is deflationary when caused by an increase in longevity but it is 
inflationary when caused by a decline in birth rate. Using a OLG model, they 
proved that over the past 40 years ageing caused yearly deflation of about 0.6 
percentage points in Japan. Also Konishi and Ueda [2013] show that the direction 
in which the ageing of the population affects the inflation rate depends on the roots 
of this process. They state that population ageing stemming from a decline in the 
birth rate generates inflation by shrinking the tax base and raising fiscal 
expenditure. 

DATA AND METHODOLOGY 

In the study the largest possible available sample of OECD countries is 
included. The sample covers 32 economies: Australia, Austria, Belgium, Canada, 
Chile, Czech Republic, Denmark, Estonia, Finland, Germany, Greece, Hungary, 
Iceland, Ireland, Italy, Japan, Korea, Latvia, Mexico, Netherlands, New Zealand, 
Norway, Poland, Portugal, Slovak Republic, Slovenia, Spain, Sweden, Switzerland, 
Turkey, United Kingdom, and United States.  

As to show the age structure of population we use three different variables. 
First, the dependency ratio (denoted as 𝑑𝑒𝑝௜,௝, where i=1,…,N is a country index 
and j=1,…,T is a time index) captures the share of the non-active age population, 
which is economically dependent. It is the number of the young (aged 0–14) and 
the old (aged 65 and more) population divided by the working age population 
(aged 15-64). Therefore 

𝑑𝑒𝑝௜,௝ = (𝑛௜,௝
௬௢௨௡௚

+ 𝑛௜,௝
௢௟ௗ)/𝑛௜,௝

௪௢௥௞௜௡௚ ௔௚௘. 
Another variable of interest is the youth dependency ratio that covers the number 
of the young population (aged 0-14) divided by the working age population (aged 
15–64). It is denoted as 

𝑦𝑑𝑒𝑝௜,௝ = 𝑛௜,௝
௬௢௨௡௚

/𝑛௜,௝
௪௢௥௞௜௡௚ ௔௚௘ . 

Third demographic variable is the old-age dependency ratio, which shows the 
proportion of elderly people to the working age population and is denoted as 
follows: 

𝑜𝑙𝑑𝑑𝑒𝑝௜,௝ = 𝑛௜,௝
௢௟ௗ/𝑛௜,௝

௪௢௥௞௜௡௚ ௔௚௘. 
As mentioned in the Introduction, the developed world is currently 

experiencing a shift in the age composition of populations. Fertility rates are 
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decreasing and as the so-called baby-boomer generation marches through working 
age, the workforce is ageing. Furthermore, due to gains in longevity, the share of 
the elderly in population is rising. 

These demographic changes have already begun in some of the analysed 
countries (such as Japan). In other – eg. Mexico - this change is occuring more 
slowly and population is still relatively young. Nevertheless, in the whole sample 
in the analyzed period the average share of people aged 65 and more in the society 
rose from 10% in 1971 to 16.8% in 2015. Forecasts predict that in the future this 
share will be growing further, reaching as much as 27% in the year 2050. 

Figure 1. Elderly population (65 and more) as % of total population in selected OECD 
countries 

 
Source: OECD database 

Looking at the development of the old-age dependency ratio over the 
analyzed period, one can notice it has been growing steady in most countries in the 
sample, with the noticeable exception of Japan, where the pace of population 
ageing is faster than in other economies (see Figure 2, left panel). At the same time 
we are also experiencing a declining youth dependency ratio (see Figure 2, right 
panel). In the analyzed time period its mean value in the countries in the sample 
dropped from 45.5% to 25.6%. According to OECD forecasts, it will stabilize at 
20–25% till 2050. 
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Figure 2. Old-age dependency ratio in selected OECD economies, 1971–2015 (left panel), 
Youth dependency ratio in selected OECD economies, 1971–2015 (right panel) 

 
Source: OECD database 

As mentioned in the Introduction, these demographic developments coexist 
with another economic trend, which has been lately observed in several ageing 
countries, namely historically low inflation. Since 1971 the average inflation rate in 
the analyzed countries dropped from 7.13% to 0.41%. In recent years in some of 
these countries inflation rates became even negative. Although for most of the 
analyzed period there is a visible heterogeneity between countries in the sample, in 
the 2000s years inflation rates have moderated and decreased in all countries. 

In order to include inflation in the model we take the yearly inflation rate, 
obtained from OECD database. As low-frequency inflation dynamics are analyzed, 
yearly data are sufficient. The inflation rate is denoted as 𝑖𝑛𝑓௜,௝, where i=1,…,N is 
a country index and j=1,…,T is a time index. Following Gajewski [2016] the 
sample has been truncated from above at an inflation rate of 25% in order to 
exclude periods of sharp macroeconomic instability. Leaving those variables could 
create serious bias in estimation results. 

Following Juselius and Takáts [2015] we begin with a simple graphical 
comparison of two variables – inflation and dependency ratio as a common 
measure of the demographic change. In order to maintain the clarity of the text, 
Figure 3 shows this comparison only in chosen six of the analysed economies. 
A first look at the data does reveal that there may be some relationship between 
inflation and demography. In the long run they seem to correlate. 
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Figure 3. Inflation rate (lhs, %) and dependency ratio (rhs, %) in selected economies 

  

  

  
Source: OECD database 

This relation may be however purely coincidental. Inflation may be driven 
by some common factors across countries (as before the late 1980s, it was strongly 
driven by such factors as oil price shocks). Also these variables, especially 
dependency ratio have been more or less similar across countries. Therefore, this 
relationship recquired a more careful analysis that considers other variables. 

The general empirical model is given by equation (1). We index country by 
i, where i=1,2,3,…,N and year by j, where j=1,2,3,…,T.  

𝑖𝑛𝑓௜,௝ = 𝛼଴ + 𝛼ଵ ∙ 𝑑𝑒𝑝௜,௝ + 𝛼ଶ ∙ 𝑡𝑜𝑡௜,௝ + 𝛼ଷ ∙ 𝑚௜,௝ + 𝛼ସ ∙ 𝑔𝑔𝑑𝑝௜,௝ +  𝛼ହ ∙ 𝑏𝑢𝑑𝑏𝑎𝑙௜,௝ + 𝜀௜,௝     (1) 

We regress inflation on dependency ratio as the demographic variable, as 
well as other, control variables. They have been added in order to better capture 
relations between inflation and demography. The choice of control variables is 
based mainly on Yoon et al. [2014], who have analyzed how different demographic 
variables (such as population growth, shares of specific age groups or life 
expectancy) influence macroeconomic variables – economic growth, inflation, 
savings and investment and fiscal balances. 
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Among the control variables, there are: 
𝑡𝑜𝑡௜,௝ – which denotes the yearly change in the terms of trade index (Source: 

OECD database) 
𝑔𝑔𝑑𝑝௜,௝ – denotes the annual growth rate of real GDP (Source: OECD database) 
𝑚௜,௝ – denotes the base money growth rate (Source: IFS) 
𝑏𝑢𝑑𝑏𝑎𝑙௜,௝ – which denotes the annual change of general government deficit 
(Source: OECD database). 

In the next step, in order to check the hypothesis whether the impact of 
different dependent age groups on inflation is different, variable dep is divided into 
two categories: young dependency ratio (𝑦𝑑𝑒𝑝௜,௝) and old-age dependency ratio 
(𝑜𝑙𝑑𝑑𝑒𝑝௜,௝). Therefore, equation (2) looks as follows: 

𝑖𝑛𝑓௜,௝ = 𝛼଴ + 𝛼ଵ ∙ 𝑦𝑑𝑒𝑝௜,௝ + 𝛼ଶ ∙ 𝑜𝑙𝑑𝑑𝑒𝑝௜,௝ + 𝛼ଷ ∙ 𝑡𝑜𝑡௜,௝ + 𝛼ସ ∙ 𝑚௜,௝

+ 𝛼ହ ∙ 𝑔𝑔𝑑𝑝௜,௝ + 𝛼଺ ∙ 𝑏𝑢𝑑𝑏𝑎𝑙௜,௝ + 𝜀௜,௝ 
(2) 

Table 1. Descriptive statistics for the model variables 

 
Source: own calculations 

Table 1 presents descriptive statistics for the variables used in the model. 
Only for demographic variables there is no missing data in the analyzed period. 
The data for recent decades is the most complete in the sense of having less 
missing values. This results mainly from the changes in political and economic 
systems in many European countries.  

RESULTS AND CONCLUSIONS 

The results of estimations are presented in Table 2. The regression equation 
parameters are initially estimated using OLS. In the first form of the model, with 
dependency ratio as the only demographic variable, a positive and significant 
impact on inflation has been observed. A growth in dependency ratio of 1 percent 
leads to 0.101 change in inflation. The relationship between inflation and 
demography cannot therefore be rejected. To further check this hypothesis, we 
perform the regression equation using fixed effects (FE) and random effects (RE). 
In the fixed effects model there also seems to be a positive relationship between 
inflation and dependency ratio. The coefficient by variable 𝑑𝑒𝑝௜,௝ is positive 
(0.297) and significant at the 1% level. We apply a modified Wald statistics for 
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groupwise heteroscedasticity in the residuals and the Woolridge test for serial 
correlation, following Gajewski [2016]. These tests show that both problems exist 
in the sample and should be controlled for as the FE estimator may be inefficient 
and lead to biased standard errors. As the Wooldrigde test is significant and rejects 
the null hypothesis, indicating the presence of serial correlation, the model is 
estimated using the GLS method, which analyses panel-data linear models by using 
feasible generalized least squares. This allows to estimate in the presence of AR(1) 
autocorrelation within panels and cross-sectional correlation and heteroskedasticity 
across panels. Again, the parameter by the variable 𝑑𝑒𝑝௜,௝ is positive, albeit this 
impact is expected to be smaller. A growth in dependency ratio of 1 percent led to 
a positive change in infation (0.065).  

Table 2. Estimation results 

 
Source: own calculations 

The next step is to divide dependency ratio into its components (young 
dependency ratio and old-age dependency ratio) in order to check the hypothesis 
whether the impact on inflation of old dependents may differ from the impact of 
young dependents. Indeed, different results have been obtained. In each 
specification the negative and significant effect of increasing old-age dependency 
ratio has been confirmed. An increase of old-age dependency ratio of one 
percentage translates into a 0.29 to 0.16 percent decrease in the average inflation 
rate. This may confirm the hypothesis that ageing is deflationary. Also, regardless 
of the specification a significant and positive effect of an increase in young 
dependency ratio has been observed. The results are robust to different time 
periods, control variables and estimation techniques. 
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The results of this empirical analysis add to the ongoing discussion on the 
relationship between demography and inflation rate. They suggest that 
demographic changes may have deflationary impact in the next years, particularly 
in those economies, where significant population ageing is currently experienced or 
expected. There is indeed a relationship between demography and inflation – while 
old-age dependents are deflationary, young dependents seem to be rather 
inflationary. This result should motivate further research. 

This area is still underexploited and needs further research. Not only the 
impact of demographic variables on inflation rate is to be analyzed. Another still 
not enough addressed problem is the impact of ageing on the conduct of monetary 
policy, as demography as a driver of inflation may be relevant for monetary policy 
makers in the near future. The macroeconomic policy framework may therefore 
need to be revisited in the future. Demographic changes are not only one of the 
most important long-term challenges for the economy. They also can be relatively 
well predicted. This may be the reason why the demographic impact of inflation 
probably could be taken into account in monetary policy decisions. 
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Abstract: Pattern analysis with image transform based on potential 
calculation was considered. Initial gray-scale image is sliced into equidistant 
levels and resulting binary image was prepared by joining of some levels to 
one binary image. Binary image was transformed under assumption that 
white pixels in it may be considered as electric charges or spins. Using this 
assumption Ising model and Coulomb model interaction between white 
pixels was used for image potential transform. The transform was calculated 
using moving window. The resulting gray-scale image was again transformed 
to binary image using the thresholding on 0.5 level. Further binary images 
were analyzed using statistical indices (average, standard deviation, 
skewness, kurtosis) and geometric signatures: area, eccentricity, Euler 
number, orientation and perimeter. It was found that the most suitable 
geometric signature for pattern configuration analysis of Ising potential 
transform (IPT) and Coulomb potential transform (CPT) is area value. 
Similarly the most suitable statistics is distance statistics between white 
pixels. 
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INTRODUCTION 

Pattern analysis and recognition [1], data mining [2], classification [3] and 
clustering [4] are the most known problems in image processing. In some cases, 
image may show the multifractal properties and as a result fractal dimensions may 
be used as important characteristics of image patterns. So, fractal dimensions may 
be used for image classification or clustering. The advances in image fractal 
property study are widely used in different fields such as materials science [5], 
medicine [6-8], remote sensing [9,10] et al. Frequently objects on image are fuzzy 
and have fuzzy boundaries [11]. 

Different methods were developed for analysis of hidden pattern in images: 
stochastic methods and Markov random fields [12], morphological image 
processing [13], border detection [14], Fourier transform and wavelets [15,16], 
threshold or slicing binarization [17], texture analysis [18], genetic algorithms [19] 
et al. It should be noted that slicing binarization may be used to project complex 
structure of image into several pixel configurations which sometimes reflect 
peculiarities of inner patterns. In binarization the question of slicing levels is 
important. Several approaches may be used. Automatic thresholding was in details 
considered in [14]. The local adaptive thresholding was proposed by Bernsen [14]. 
For thresholding Bernsen used moving window and got threshold as average 
between maximum and minimum pixel values in the window. In [20] probabilities 
were used to find threshold between two pixels classes. Maximum entropy method 
is enough effective to calculate global threshold of gray-scale image [14, 21]. In 
case the histogram of gray-scale image has several modes the border between 
modes may be used as slicing measure. 

After binarization binary images are often analyzed using mathematical 
morphology operations [22, 23] to discover hidden patterns. For example, in [23] 
binary image was received using water network mask. Further it was segmented 
using morphological calculation to three classes: core pixels, islet pixels and 
connector pixels. 

A separate group of image processing algorithms comprise ones which are 
called distance transform (DT) algorithms [24]. There are many different methods 
and distance measures which are used in DT calculations. Euclidian distance DT 
(EDT) is the one of the popular distance measure for using in DT transform 
algorithms [25]. The problem of sparse object representation in discrete geometry 
was considered in [26]. The DT algorithm was also used in [27] for automatic 
pattern recognition. The problem of DT transform algorithm complexity was 
considered in [28]. It is well-known that EDT calculation is rather time-consuming 
operation. To solve this problem several effective algorithms were developed [28]: 
Linear-time Legendre transform (LLT) algorithm, the parabolic envelope (PE) 
algorithm and non-expansive proximal mapping (NEP) algorithm. It was shown in 
[28] that these algorithms have linear complexity and so may be effectively used 
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for DT processing of binary images. Modern efficient means of parallel computing 
and computing with GPU are often used for EDT calculation [29]. DT proved to be 
useful in many practical applications. In medical imaging DT is one of best means 
for discovering the similarity between images. DT image transform is important for 
3D study of inner organs using slice-by-slice method [30]. Good results were 
obtained using together watershed algorithm and DT for blood cell image 
segmentation [31]. Watershed algorithm needs grayscale images. So, DT transform 
may be used to transform binary image to gray-scale. In [31] watershed and 
distance transform algorithm were used together with four distances measures: 
EDT, city-block, chessboard and quasi-Euclidean. It was found in [31] that chess 
board DT measure has better results in watershed segmentation then Euclidean, 
city block and quasi-Euclidean DT measures [31].  

In our present work we considered another three kinds of DT: 
 Ising potential DT; 
 Coulomb potential DT using white foreground pixels as positive charges; 
 Coulomb potential DT using both white foreground pixels as positive 

charges and black background pixels as negative charges. 
The proposed models of DT were used in present work for pattern 

recognition. 

BINARIZATION 

One of the popular method for detecting hidden patterns in image is simple 
binarization [20-23]. Sometimes binarization can produce good results after several 
successive binarizations of different kinds. Sometimes patterns show itself after using the 
union (‘OR-operation’) of several different binary slices. Let us call it nonlinear 
binarization. 

Let us consider as working example the fragment (200x200 pixels) 
of microphotography of quartz glass (silicon dioxide). The original image and its histogram 
is shown in Figure1. To create binary image, one may use great variety of algorithms. One 
of the most simple algorithm is equal step quantization (ESQ)   Nbbb minmax  , 

where N – number of steps and N+1 – number of levels. Using ESQ one may take 
additional choices. It is possible to use for gray-scale image digitization the round, floor or 
ceil operations or their nonlinear variants. For example, one may use asymmetric rounding 

algorithm 
    
 


 


e, othervisvfloor

svfloorvif vceil
k

 ,
,where v – pixel value, s – threshold. 

Sometimes it is useful to join several binary slicing levels in one joined level (union with 
‘OR-operation’). This operation may be called ‘nonlinear binarization’. The operation may 
produce more complex patterns then simple slicing. Let us consider asymmetric 
binarization example in which original image (Figure 1) is splinted into 6-levels. The 
results are shown in Figure 2. 
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White points in Figure 2 are pixels containing ones (“one” or foreground-points) and 
black point are pixels – containing zeros (“zero” or background-points). Binary image is (0-
1) matrix. Images in Figure 2 are the result of nonlinear binarization by joining (2,4,5)-
slicing levels into one binary image. 

Another one of the well-known binarization algorithms is the density algorithm. 
This algorithm is binary to binary transform algorithm and is based on using moving 
window (MW). Central pixel of MW is filled with ones if the density of white points inside 

moving window exceeds the specified threshold  
 

h
d

n
t b 


 212

, where h – 

threshold, nb – number of white pixels inside MW, d – half-width of moving window. In 
our calculation we used d = 3 or 5 pixels MW and h = 0.3 or 0.1. The size of resulting 
density image is (200-2d) x (200-2d) pixels. Figure 3 shows the result of Figure 2a density 
image transform. 

DISTANCE TRANSFORM FOR PATTERN ANALYSIS 

Distance transform algorithm is often used in none fuzzy object recognition 
as border detection means. This algorithm transforms a binary image to gray scale 
image (binary-to-gray scale algorithm). The foreground pixels in binary image are 
marked by “ones” (white points) and background pixels by “zero” (black points). 
DT-algorithm calculates distance from every foreground pixel to the nearest 
background pixel and assigns this value to the central pixel. Similarly, it calculates 
distance from background pixel to the nearest foreground pixel and assigns this 
value to the central pixel [24-31]. 

Figure 1. Original grayscale image and it histogram 

   
Source: own preparation 
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Figure 2. Asymmetric binarization of original image into 6-levels and joining up levels with 
numbers (2,4,5): (a) using threshold s = 0.2; (b) using threshold s = 0.4 

 a b 

     
Source: own preparation 

Figure 3. Binary images after density transform: (a) d = 3; h = 0.3; (b) d = 5; h = 0.3 

 a b 

    
Source: own preparation 

At present time some DT-algorithms were generalized to three and more 
dimensions. It is rather important for medical image processing as medical images 
often are three dimensional or consist of many two-dimensional slices of three 
dimensional organs [30]. 

DISTANCE TRANSFORM CALCULATION 

In case of fuzzy foreground different forms of distance measures and 
distance transform may be used for hidden patterns analysis. For example, one may 
use moving window and calculate sum or average of all distances between white 
points in MW. The resulting value may be assigned to the central pixel. This 
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algorithm may be called “moving window distance transform (MWDT)”. Let us 
consider distance measures used for MWDT transform of image in Figure 3a: 
Squared Euclidian distance (SED): 

       
G

jjiipkSED 2
21

2
21, . (1) 

City-block distance (CBD): 

    
G

jjiipkCBD 2121, . (2) 

Chessboard distance (ChBD): 

     
G

jjiipkChBD 2121 ,max, . (3) 

Quasi-euclidean distance (QED): 

  
 
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










G otherwisejjii

jjiiifjjii
pkQED

 ,12

   ,12
,

2121

21212121 . (4) 

where:         MWjiMWjijibjibG  22112211 , ,, ,1, ,1, ; MW – moving 

window;  pk,  - coordinates of central pixel;  jib ,  - pixel value. 
The result of image from Figure 3a SED transform is shown in Figure 4. The 

transform was calculated using Intel Visual Fortran 2013 and Intel Parallel Studio 
XE [32]. The choice of programming language and Parallel Studio is due to high 
speed of computation and the possibility of vector-matrix calculations. The 
fragment of Fortran vectorized code is shown below: 
 real*4 :: s 
 integer*4 i, j, i1, j1, ii1, jj1 
 integer*4, dimension(:), allocatable:: b1, b2, rkp2 
 allocate(b1(b)) 
 allocate(b2(b)) 
 allocate(rkp2(b)) 
 rkp2 = 0 
 s=0.0 
 do i=1,a 
 b1 = Bw(i,:) 
  do i1 = 1,a 
 b2 = Bw(i1,:) 
 ii1 = (i - i1)**2 
 forall(j = 1:b, j1 = 1:b, b1(j) .eq. 1 .and. b2(j1) .eq. 1) rkp2(j) = ii1 + (j - j1)**2 
 s = s + sum(rkp2) 
 end do 
 end do 
 make_E=0.5*s 
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Figure 4. SED image transform: (a) normalized SED-image; (b) 0.5 level threshold 
binarization 

 a b 

     
Source: own preparation 

Additional patterns could be seen when compared Figure 2, Figure 3 and 
Figure 4. It should be noted that results of other metrics are visually 
indistinguishable from SED. Let us consider the histogram of difference between 
SED and CBD images (Figure 5). It shows that difference of pixel values is very 

small: 01.0CBDSED . So, to get additional hidden patterns one should use 

algorithms of other kind. 

Figure 5. Histogram of image difference between SED and CBD metrics 

 
Source: own preparation 

POTENTIAL TRANSFORM FOR PATTERN ANALYSIS 

Let us assume that white points in binary image may be considered as 
particles. These particles create potential that may be calculated in the central pixel 
of MW. There are different kinds of particle interaction potential. There are 
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distance dependent potentials (Coulomb potential) or distance independent 
potentials (Ising spin-spin interaction) [33] et al. In Ising model the spin-spin 
interaction is considered only between nearest spins [33]. In our study it 
corresponds to interaction only between particles in the limits of MW. In 
calculation we assume that white points have spin 1iS  and black points have 

spin 1iS . Also, we assume that total potential is the sum of two-particle 

interactions. So, we compute Ising potential as follows: 

  
 

  
 

  1212
,,

sin   


qbtbSSJcU
wqtwqt

qtgI , (5) 

where: w – moving window; b – binary matrix of moving window; c – central point of 
moving window; t, q – white point numbers inside moving window;  1,1 qtSS  – spin 

values of t-th and q-th white points; J – energy constant (in calculation used as J = 1). 
In every position of MW, the total potential of spin interaction between 

particles is assigned to central pixel. The resulting gray-scale image we call Ising 
potential transform (IPT) of binary image. 

In our study we also considered two algorithms with interaction of Coulomb 
type. The first algorithm (CPT1-algorithm) uses total potential of interaction only 

between white points (positive charge particles)     



qt qtqt

qt r
rVcU

,
,

1
, 

where: qtr ,  - distance between two white points. We compute the total interaction 

between white particles as follows: 

  
   





G jjii

kpU
2

21
2

21

1
, , (6) 

where: w – moving window;  kp,  – central point of moving window; 

          1, ,1, ,,,, 22112211  jibjibwkpcjiqjitG ; b – binary 
image. 

Second algorithm (CPT2-algorithm) uses for total potential calculation both 
white and black points (particles of any charge) 

        
   







G jjii

jibjib
kpE

2
21

2
21

2211 1,21,2
, , (7) 

where       wkpcjiqjitG  ,,, 2211 . The resulting gray-scale images 
we call Coulomb potential transform (CPT1 or CPT2) of binary image. We assume 
that using another kind of particle interaction, for example, the Lenard-Jones 
potential or Tersoff potential [34, 35], one may receive other patterns. Figure 6 
shows resulting normalized gray-scale images of IPT, CPT1 and CPT2 for binary 
image in Figure 3a. Figure 7 shows their 0.5-threshold binarization and Figure 8 
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shows their histograms. From Figure 7a and Figure 7c it follows that resulting IPT 
and CPT2 show similar patterns. 

Figure 6. Potential transforms of binary image from Figure 3a: (a) IPT; (b) CPT1-
algorithm; (c) CPT2-algorithm 

 a b c 

     
Source: own preparation 

Figure 7. 0.5 level threshold binarization: (a) IPT; (b) CPT1-algorithm; (c) CPT2-algorithm 
 a b c 

     
Source: own preparation 

Figure 8.  Histograms of potential transform gray-scale images: (a) IPT; (b) CPT1-
algorithm; (c) CPT2-algorithm 

 a b c 

 
Source: own preparation 
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Histograms show pixel distribution in MWDT images. Binary images show 
patterns. The patterns differ by statistical and geometric properties. To study 
pattern we used several statistical and geometric characteristics. In statistical 
analysis we used the following normalized statistical indices: 
Normalizes average: 

  
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Normalized standard deviation: 
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Normalized skewness: 
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Normalized kurtosis: 

  
 

 4
1

4

max

1

xx

xx
N

Ku
i

i

N

i
i

n







 . (11) 

In geometric analysis we used five signatures: area, eccentricity, Euler 
number, orientation and perimeter. 
Area – it is total number of pixels which form pattern objects in binary image 
[15,36]. Area is calculated as follows: 

 
 





kji

kN
,

1 , (12) 

where:  ji,  - pixel; k  - set of all pixels forming k-object. 

Eccentricity – it is the eccentricity of the ellipse that has the same second-moments 
as the object [15, 36]. Eccentricity is calculated as follows: 
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2
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II 
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where: minmax , II   - are the lengths of maximum and minimum axis of inertia; 

DUUI yx  22max ; DUUI yx  22min ;  
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Euler Number – it is the number of objects in the region minus the number of holes 
in these objects [15, 36]. 
Orientation – it is angle (in degrees ranging from -90 to 90 degrees) between the x-
axis and the major axis of the ellipse that has the same second-moments as the 
binary image object. Orientation is calculated as follows: 
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Perimeter – is computed by calculating the distance between each adjoining pair of 
pixels around the border of the region [15, 36]. 

The result of statistical and geometric analysis is presented in Table 1. 
Statistics over all pixels in binary image denotes calculation of above indices for all 
both white and black pixels in binary image and statistics of distances between 
white pixels denotes the same calculation for the whole array of distances between 
white pixels. 

Table 1. Normalized signatures of binary images of Figure 7 

 Average Standard deviation Skewness Kurtosis 

IPT (Figure 7a) 

Object signatures 

Area  0.0458 0.1602 0.0222 0.0219 

Eccentricity  0.5789 0.7388 -0.2260 0.4217 

Euler Number  0.7083 0.1769 -0.0244 0.0230 

Orientation  0.1327 0.4262 -0.0174 0.1066 

Perimeter  0.0832 0.2017 0.0295 0.0271 

Statistics over all pixels of binary image 

 0.2375 0.5581 0.2145 0.2447 

Statistics of distances between white pixels 

 0.1631 0.1918 0.0087 0.0034 
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Table 1. continued 

 Average Standard deviation Skewness Kurtosis 

CPT1 (Figure 7b) 

Object signatures 

Area  0.0089 0.0899 0.0080 0.0081 

Eccentricity  0.5230 0.8025 -0.1820 0.5279 

Euler Number  0.3810 0.0903 -0.0080 0.0081 

Orientation  0.0928 0.3180 0.0343 0.0544 

Perimeter  0.0149 0.0913 0.0080 0.0081 

Statistics over all pixels of binary image 

 0.4784 0.9576 0.0761 0.8473 

Statistics of distances between white pixels 

 0.1411 0.1603 0.0004 0.0007 

CPT2 (Figure 7c) 

Object signatures 

Area  0.0210 0.1210 0.0142 0.0143 

Eccentricity  0.4807 0.8281 -0.0964 0.5355 

Euler Number  0.6528 0.1208 -0.0142 0.0143 

Orientation  0.0969 0.4929 -0.0056 0.1581 

Perimeter  0.0299 0.1243 0.0142 0.0143 

Statistics over all pixels of binary image 

 0.3265 0.6962 0.2498 0.3636 

Statistics of distances between white pixels 

 0.1648 0.1846 0.0047 0.0018 

Source: own calculations 

It follows from Figure 7a and Figure 7c that patterns in them are similar. So, 
we may use values in Table 1 as criteria for assessment of different statistical and 
geometric characteristics efficiency. The according graphs are shown in Figure 8. 
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Figure 9. Signature graphs: (a) – Average; (b) – Standard deviation; (c) – Skewness; (d) 
Kurtosis; symbols on x-axis denote: ‘A’ – Area, ‘E’ – Eccentricity, ‘EN’ – Euler 
Number, ‘Or’ – Orientation, ‘P’ – Perimeter, ‘S’ - statistics over all pixels of 
binary image, ‘RR’ - statistics of distances between white pixels; solid line – IPT; 
dotted line – CPT2 

 a b 

 
 c d 

  
Source: own preparation 

Figure 9 disclose the following satisfactory quantitative similarity between 
statistical - geometric combinations: (1) ‘Area - Average’; (2) ‘Distances between 
white pixels - Average’; (3) ‘Area – Standard deviation’; (4) ‘Distances between 
white pixels - Standard deviation’; (5) ‘Area - Skewness’; (6) ‘Euler Number - 
Skewness’; (7) ‘Orientation - Skewness’; (8) ‘Perimeter - Skewness’; (9) 
‘Distances between white pixels - Skewness’; (10) – ‘Area - Kurtosis’; (11) ‘Euler 
Number - Kurtosis’; (12) ‘Perimeter - Kurtosis’; (13) ‘Distances between white 
pixels - Kurtosis’. Most often in combinations occur: ‘Area’ and ‘Distances 
statistics between white pixels’. So, these signatures may be proposed as 
satisfactory quantitative similarity criteria in comparing patterns in binary image. 
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CONCLUSION 

At the present time image pattern analysis and recognition is of great 
practical interest for different applications. For example, the discovering of hidden 
patterns in image is of great importance for image biology, image medicine, 
material sciences et al. Many methods were worked out for pattern analysis 
including distance image transform. In this study we propose the potential 
transform as additional means for discovering hidden patterns in binary image. 
Three potentials were proposed: 

 Ising model potential; 
 Coulomb potential only from a system of positive charges (white foreground 

pixels) – CPT1-algorithm; 
 Coulomb potential of a system both of positive (white foreground pixels) 

and negative charges (black background pixels) – CPT2-algorithm. 
All calculations were made using moving window of a square shape with 

five pixels half-width. The resulting gray-scale images were transformed to binary 
images, using 0.5 thresholding. 

Patterns in binary images were analysis using following statistical indices: 
average, standard deviation, skewness and kurtosis. Also we used the following 
geometric signatures: area, eccentricity, Euler number, orientation, perimeter. 
Statistical indices were also calculated for white - black pixel arrangement and for 
distance statistic between white pixels. 

It was found that the most suitable geometric signature for pattern 
configuration analysis of IPT and CPT is area value. Similarly the most suitable 
statistics is distance statistics between white pixels. 
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Abstract: This paper analyses the spatial dynamism of price changes in the 
housing market in Olsztyn. A geographically-weighted regression was used 
to examine the relationship between price changes in time and features of 
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analysis. The results are presented in background maps.  
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INTRODUCTION 

The specific nature of the housing market has been noted by a number 
of researchers [e.g. Łaszek 2006, Belniak 2008, Kucharska-Stasiak 2016] who 
associated this market with the features of real estate which, on the one hand, 
distinguish it from other economic goods, but which restrict market operations, on 
the other. Such specific features include: the function that it plays in the life of each 
person, heterogeneity, durability, absence of substitutes and immobility. The latter 
feature makes location one of the key factors affecting the price of a property, 
because a buyer buys both an apartment and the place where it is situated. The 
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position itself can have various dimensions, e.g. it can concern the immediate 
neighbourhood of a property, (i.e. the building type, nature of the street, 
neighbours), but it can also describe, for example, the quality of other houses in the 
neighbourhood, the proximity of commercial and service facilities, transport 
connections with the place of one’s work or natural and aesthetic value, or it can 
cover a broader area, e.g. a city, (i.e. economic activity and the attractiveness 
of labour markets or the prestige of the city). Therefore, a neighbourhood can have 
both positive and negative effects. The price is the key factor considered when 
making an apartment purchase decision. Therefore, since a property occupies 
a permanent place in space, prices are affected by variables that describe closer and 
more distant surroundings of a property, i.e. variables that are beyond the control of 
potential buyers. The effect of location on prices in the housing market has been 
dealt with, for example, by Rosen [1974], Li and Brown [1980], Clapp and Wang 
[2006], Kiel and Zabel [2008]. Models of hedonic regression are usually employed 
to describe the issue. On the other hand, according to Kulczycki and Ligas [2007], 
classic regression models do not include potential interactions which may occur 
between observation units (real-estate) and assume “stability” of the process related 
to price formation in the geographic space. Further, according to Cellmer [2013], 
the application of a geographically-weighted regression to a real-estate market 
analysis allows the effect of the particular attributes of a real-estate on its price to 
be determined depending on its location. Moreover, Cellmer [2010] further claims 
that this correlation is reinforced by the occurrence of submarkets within local 
markets. To determine the borders of submarkets which may form districts, Clapp 
and Wang [2006] used classification and regression trees (C&RT methods). The 
authors demonstrated that certain assessment parameters of a property location 
have a greater effect within sub-market borders. Lack of data describing a location 
(which was necessary for a detailed analysis) was an important issue faced by 
researchers. Appropriate methods of spatial analysis are still being sought 
to identify a pattern on local housing markets describing the relationship between 
the price and the location which takes into account the spatial dimension of the 
surroundings of a real estate property.   

RESEARCH METHODOLOGY 

This study analysed the spatial dynamism of price changes in the housing 
market in Olsztyn with the use of Geographically Weighted Regression (GWR). 
The analyses were based on transaction data for the sale of residential 
establishments in 2007 - 2015, obtained from the Real Estate Price and Value 
Register (Rejestr Cen i Wartości Nieruchomości – RCiWN). Transactions were 
selected for the study which contain information on: transaction date, location 
(address, geodesic precinct), transaction price, form of trade, floor area, position on 
a storey and year of construction. A total of 10,192 transactions were analysed.  
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The period taken for analysis was not a random one. The year 2007, 
recorded in the Polish economy as the last year of prosperity on the housing 
market, was the starting point. The next year, 2008, saw the beginning of an 
economic slowdown, which affected the housing market. Furthermore, a steady 
increase in the number of residential facilities entering the market was recorded, 
beginning with 2010, which translated into the number of flats put to use in the 
following years. A slow recovery was observed after 2011, which resulted from 
decreasing interest rates, unsatisfied housing demand and a growing supply of flats 
that met the conditions for a preferential credit1. Changes in the level of interest in 
flat purchases during the analysed period resulted in fluctuations of transaction 
prices both on the primary and secondary markets. Therefore, one of the important 
variables in constructing statistical models of transaction prices is the time 
specified as the transaction date expressed on the interval scale. 

By estimation of parameters of multiple regression classic models, one can 
determine, for example, the effect of time on transaction prices, but those will be 
global parameters, not taking into account the spatial heterogeneity.  

One of the methods by which the spatial structure can be taken into account 
in regression models is to assign weights to observations, which – due to their 
position in space – can have a theoretically greater effect on the issue than others. 
These weights are taken into account in GWR models. The equation of a typical 
GWR model will have the following form of results [Charlton, Fotheringham 
2009]: 

  (1) 

where Y denotes an explaining variable, β0 model constant, βj model parameters, 
Xj explaining variables, xi and yi coordinates of the point in which model 
parameters are estimated, whereas εi is a random element (residue) of a model. 
Detailed discussion of the principles of construction and evaluation on GWR 
model fitness GWR have been extensively presented in the literature [among 
others, Brunsdon et al. 2000; Charlton, Fotheringham 2009]. 

Parameters of a linear model with a dependent variable as a transaction price 
are interpreted as an amount per unit of change in an independent variable. 
Considering the fact that a number of market phenomena are not linear, and in 
view of the multiplicative nature of the effect of explaining variables on prices, it 
was assumed that the effect can be regarded as a multiplier (per cent). This allows 
for easier interpretation, especially with high spatial diversification of average 
prices. Therefore, a GWR exponential model in the following form was used to 
determine the relationship: 
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where δ0 is a model constant, δj model parameters interpreted as multipliers. 
Random element ξ can also, in this case, be treated as a multiplier. The remaining 
elements of the formula are the same as in formula (1) 
If it is assumed that:  

    1,,  iijiij yxryx , and     1,,  iijiij yxyxr    (3) 

then rj can be regarded as a direct relative effect of an attribute on transaction 
prices, at the point of known coordinates (xi, yi), expressed as a multiplier effect 
(compound interest). 
When the model is brought to an additive form, estimation of the parameters can be 
performed by the least squares method, taking into account the location-dependent 
weights of observations [Charlton, Fotheringham 2009]. 
The direct percentage effect of the explained variable is then calculated as: 

 
1

,'

 iij yx
j er

 , where     iijiij yxyx ,ln,'     (4) 

When the transaction date is regarded as one of explaining variables, determined 
with the resolution down to one month, information is obtained on the annual 
relative (expressed as percent) change of prices: 

  1/1/ 12  monthryearr jj    (5) 

The average index of price changes for each geodesic precinct (as well as its 
error) was calculated as the arithmetic average of the values of raster cells (from 
interpolation) within its borders. This provided a distribution map of the average 
price change index for each year of the analysis. This helps to identify areas in 
which price changes can result not only from global, but mainly from local 
conditions. The calculations and visualisations were prepared with Statistica v. 12 
and ArcGIS v. 10.2 software.  

RESULTS AND DISCUSSION 

The spatial activity of the housing market is naturally dependent on spatial 
distribution of existing housing resources and new investments. New investments 
are located on the outskirts of cities as well as in the middle and central zone, 
where the supply of land for housing investments is decreasing. Characteristic 
features of Olsztyn include natural spatial barriers such as a forest (in the north of 
the city) and numerous lakes in the city. Due to the presence of these barriers, the 
urban areas have mainly expanded to the south, where - according to the land use 
plan – the area of land for housing investment is the greatest.  

The spatial diversity of the housing market in Olsztyn and the spatial 
distribution of transactions is shown in Figure 1.  
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Figure 1.  The number of transactions per 1 km2 on the housing market in Olsztyn  
in 2007 - 2015 

 
Source: the authors’ research 

The quartic kernel density estimation provided information on the average 
number of transactions per 1 km/m2 [cf. Silverman 1986, Porta et al. 2009]. 

More than 100 transactions/km2 annually were recorded in the city central 
area and in some of its residential quarters. The transactions in the centre and in the 
residential area (Zatorze) were usually conducted on the secondary market, which 
was the most active in the first two years of the analysis. Moreover, an increase in 
the supply on the primary market of flats that met the criteria for preferential loans 
attracted the interest of flat purchasers in this market segment. In effect, since 
2010, the number of transactions increased in the south-eastern part of the city, i.e. 
in the area bordering on the communes of Purda and Stawiguda (areas where 
mainly multi-family residential buildings were constructed). This area is referred to 
in the land use plan as the reserve area for development of multi-family housing, 
on condition of conservation of the natural value of the land. 

The difference between the supply and demand produced a slight increase in 
the flat prices in 2007-2008. A decrease in the amount of loans granted caused by 
an increase in the interest rate, and consecutive government programs (RnS and 
MdM), reversed the trend. Thus, the period of transaction price growth was 
followed by stabilisation at a medium level of ca. 4,500 PLN/m2. Figure 2 presents 
the changes in transaction unit prices for residential premises (trend after inverse 
exponential smoothing).These fluctuations were not systematic and resulted from 
behavioural and random factors rather than from market conditions.  
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Figure 2. Trend of the changes in prices for the territory of the city of  Olsztyn  
in 2007-2015 

 
Source: the authors’ research 

Considering the fact that the greatest price change was observed in 2007 
(38.5%), which considerably deviated from the other years of the analysis, data 
from this period were left out from the remaining part of the analysis and taken 
only for illustrative purposes. A detailed data analysis resulted in constructing an 
exponential GWR model for all of the 2008-2015 data and – independently – for 
the data from each of the years under analysis. The general results of GWR 
modelling are shown in Table 1.  

Table 1. General GWR modelling results for 2008-2015 data 

Model properties Min Max Average 
Observedvalue (log price) 6.967 9.194 8.349 
Local R2 0.031 0.880 0.226 
Predictedvalue (log price) 7.147 8.663 8.349 
Interceptδ0 8.239 8.514 8.371 
Std. error of δ0 0.011 0.226 0.015 
δ1 (influence of time) -0.004 0.003 -0.001 
Std. error of δ1 0.000 0.005 0.000 
δ2 (influence of flat area) 0.000 0.007 0.002 
Std. error of δ2 0.000 0.003 0.000 

δ3 (influence of floor) -0.092 0.205 0.009 
Std. error of δ3 0.007 0.105 0.009 
δ4 (influence of year of building) -0.009 0.010 0.002 
Std. error of δ4 0.000 0.004 0.001 
Residual (ξ) -1.301 1.346 0.000 
Std. error of model 0.027 0.191 0.190 
Prices dynamic [%/year] -4.304 4.100 -1.760 

Source: the author’s calculations 

Model parameters were estimated for each of the locations, where a transaction 
occurred. Thus, the min, max and average values refer to over 10,000 models. 
These values reflect the scale of spatial diversity of the parameters of the particular 
models. 
The trend parameters ranged from -0.004 to 0.003, which, according to formula 
(13), gives -4.3% to 4.1% for a year. The mean parameter for the impact of the area 
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was 0.002 (which means that the 1 m2 price decreased by 0.2%). The average 
impact of position on a storey was approx. 0.9% (per unit on the scale adopted). 
The mean parameter which shows an effect of the building age on the price 
indicates that each year affects the price by approx. 0.2%. The averaged relative 
error of the model was approx. 20%. It must be emphasised that these are averaged 
values; a detailed and precise analysis is possible independently for each of over 
10,000 models created and they are not presented here to retain the paper’s 
conciseness and clarity.  

A great majority of the models indicate a negative trend, with nearly 1/4 of 
the observations ranging from -3% to -2.5% annually. The values of the local 
determination coefficient were mainly within the interval from 0.2 to 0.25 (for 
nearly 1/3 of cases). For a large majority of the points at which the GWR model 
was created, all the explaining variables (including the price change trend) proved 
to be significant at a level of significance not lower than 0.01. Considering the 
averaged results for the entire period, the unit prices decreased at 1.7% per year. In 
areas with the highest market activity, the price decrease was relatively small – 
usually approx. 1% annually. The smallest estimation errors were calculated for the 
city centre, whereas the highest (as expected) were calculated for the areas with 
relatively small numbers of transactions. No significant relationship was observed 
between the transaction density function and the annual price change index. 

In the next stage of the study, GWR modelling was performed independently 
for each year of the analysis (beginning with 2008). For easier interpretation, 
a register precinct was taken as a reference unit. The average annual price change 
trend index was estimated independently for each precinct as an arithmetic average 
of the raster obtained by interpolation by the ordinary kriging method. Precincts 
with no housing were left out of the analysis. Fig. 3 shows the annual price change 
indexes in various city suburbs. Only precincts were taken into account in which 
the annual price change trend was statistically significant at the level of 
significance of p < 0.05. 
No steady price change trends in various precincts of the city of Olsztyn were 
observed in the period under study. The price decrease observed was not 
permanent.  
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Figure 3.  The spatial distribution of price change indices (%) in the city of Olsztyn  
in 2008-2015 
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In 2009, the southern and south-eastern part of the city became the most attractive 
to flat buyers, which resulted in the price increase. This area of the city has become 
the most attractive to market participants due to an increase in the supply of land 
for construction caused by changes in the spatial structure, resulting from the 
transformation of agricultural land into land for residential building construction, 
and improvement of the living conditions by raising the technical and architectural 
value of existing buildings (the average yearly price increase coefficient was 
estimated at 4-5%). 
In 2011, prices of housing property increased in the northern and north-western 
part of the city. The price increase in the north-western part resulted from the 
growing demand for detached and semi-detached single-family houses  
in a naturally attractive part of the city – Redykajny, which is surrounded by lakes, 
in the Łyna river valley and near the Municipal Forest complex. This trend 
reversed in 2013 due to the transport connection difficulties caused by a population 
increase in this part of city (an average estimated price decrease by 1-3%). 
Furthermore, a number of flats were put to use in the northern part in three 
completed multi-family buildings. The attractiveness of the location consisted in 
complementing the existing buildings or expansion or modernisation of the existing 
buildings while preserving the historic urban arrangement. On the other hand, the 
secondary market and scarce new investment projects were the most active in the 
eastern and south-eastern part of the city, whose location was perceived by flat 
purchasers as less attractive, which translated into decreasing transaction prices 
(the average annual price decrease index was estimated at 1-3%).  
The greatest price increase in the last year, i.e. 2015, was recorded in the residential 
area of Podgrodzie, i.e. a suburb situated near the university campus.  
The price change indexes were stable in the majority of precincts. Only in years 
2009, 2011 and 2015 were the prices seen to increase (the average annual price 
increase index was estimated to be 4-5%), while a slight price decrease was 
observed in 2011, 2013 and 2014 (the average annual price decrease index was 
estimated at 1-3%). 

SUMMARY 

The spatial analysis of price changes employing geographically-weighted 
regression conducted for the housing market in Olsztyn, showed the trends and 
areas where the greatest price increases and decreases occurred during the analysed 
period. No steady trends in price changes were recorded in the years 2008-2015 in 
various parts of the city of Olsztyn, which may be a consequence of small 
fluctuations of the average transaction prices on the market under analysis. 
Extreme changes occurred in the south-western part of the city, where the greatest 
increases were observed in 2009, which were followed by the greatest decreases in 
2011. Considering the increase (4-5%) and decrease index (1-3%), as well as the 
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absence of changes in subsequent years, one should conclude that the prices 
stabilised at the average transaction price level for Olsztyn.   

An analysis of prices on the housing market is a constant element of the 
market activity evaluation. The geographically weighted regression allowed for 
a detailed analysis of spatial prices diversity, which may be of particular use to 
market participants, especially entities making housing investments, institutions 
which provide market financing, real estate agents and urban planners. 
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Abstract: In the latest literature there is a lack of broader discussion of the 
Gordon Model, with a desire to point out that its assumptions do not fit the 
expectations of modern investors and the nature of capital markets. The issue 
prompts us to ask whether this model can still be used by modern scientists 
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INTRODUCTION 

The Gordon Growth Model is one of the most well known in the finance 
area, which, alongside Markowitz's theory, has undoubtedly contributed to the 
development of the field of investment management and portfolios of financial 
instruments. Nevertheless, one must not forget that capital markets, by their very 
nature, undergo constant transformation. They are facing new challenges, which 
are mainly attributable to the pressure of customers, other participants and 
regulators [PWC - Capital Markets 2020]. They form a tight corset that limits and 
encourages, among other things, the search for new or improved model solutions. 
And these seem to be desirable from the perspective of developing capital markets, 
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which are important mainly because they are an important part of any mature 
economy [Ouandlous 2010], positively influencing the functioning of its 
mechanisms. This corset of high demands does not allow for the fact that it will be 
loosened, so it has become an inspiration to consider the Gordon model. In 
addition, it was found on the basis of literature research that there was a lack of 
broader discussion of the model, and that brought the desire to point out that its 
assumptions did not fit the expectations of modern investors and the nature of 
capital markets. All this prompts us to ask whether this model can still be used by 
modern scientists and investors. 

The purpose of this article is to present the Gordon model, characterizing its 
most important features and disadvantages, and showing the direction of its 
exemplary modification to fit the needs of both today's capital markets as well as 
investors and theorists. The study also attempted to use simulation studies in the 
process of graphical interpretation for theoretical stock based on selected models. 
For the purposes of research, the predicted values of the various parameters are 
assumed for specific probabilities for obtaining the price, which was calculated 
using the classical and modified Gordon model, taking the form different formulas. 
Literary research and scientific reflection were used in the discussion. It has been 
shown that the Gordon model continues to be an attractive research base that can 
be used to create a modified model that will be able to meet the expectations of 
modern economists. 

GENERAL CHARACTERISTICS OF THE GORDON MODEL 

The natural consequence of the development of capital markets and the 
development of capitalist states, was the development of numerous financial 
models in the 1950s and 1960s. One of the most important of these is the Gordon 
Growth Model [Gordon & Shapiro 1956], but the problem lies in the fact that the 
model seems to have been forgotten by researchers. This conclusion can be 
deduced from the literature. The starting point for the Gordon Growth Model 
characterisation is a approach of Williams [Williams 1938], who first introduced 
the classic stock valuation model, known as the dividend discount model (DDM). It 
assumed that the price of a company's shares depended on the sum of future 
dividends paid to shareholders whose value should be adjusted to determine their 
current value: 

 P୲ = 𝒕[∑
ୈ౪శ౤

(ଵାୖ౪శ౤)౤
∞
୬ୀଵ ],    (1) 

where P୲ is the stock price at period 𝑡, 𝒕[ ] - expected value, D୲ is the value of 
future dividend paid at time 𝑡, and R୲ is the rate used to discount cash flows or the 
rate of return required by investors. The Williams approach has contributed 
significantly to the development of fundamental analysis of listed companies and 
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has become the basis for the development of a stock valuation model that 
ultimately adopts the following form: 

 P଴ =
ୈభ

(ୖି୥)
=

ୈబ(ଵା୥)

(ୖି୥)
,     (2) 

where P଴ is the price of the stock in the current period, Dଵ is an expected dividends 
of one year from now, and g is the annual dividend growth rate, therefore Dଵ =
D଴(1 + g), but it should be assumed that R > g and stock company will pay out 
dividends. Thus, the calculated share price in the current period takes into account 
continuous and uninterrupted growth, while the equation (2), which is presented 
above and which allows the stock to be valued in the current period, is known as 
the Gordon Growth Model and nowadays it seems to be losing popularity, so it is 
worth considering the way it evolved. In the first place, it is worth answering why 
the Gordon Growth Model is less and less used in research around the capital 
markets and around portfolio management. This is due to its main assumptions, 
which are considered unrealistic [Investopedia.com]. These assumptions are 
following: 
 Sensitivity to the required rate of return and to the increase in the value of the 

dividend, which can consequently lead to very extreme stock valuations, 
making the analyzed model unsuitable, 

 The rate of dividend growth must always be the same, irrespective of the 
company's financial situation and stock market conditions, and may not exceed 
the required rate of return. 

Considering the above, one should also pay close attention to the clash of 
economic realities and assumptions on which the Gordon Growth Model is based. 
There is no need to further explain that they cannot be fulfilled in a real world that 
is variable and unpredictable. Moreover, the sensitivity of the stock price, 
calculated on the basis of this model to the variability of its variables, is extremely 
high, which is why economists have attempted to modify it to eliminate certain 
elements of the model or to add new, which are beneficial for equity investments. 

MODIFICATION OF THE GORDON GROWTH MODEL 

The Gordon model should be modified mainly for two reasons. First and 
foremost, the stock price calculated on its classical form is very sensitive to 
changes in the value of parameters that may change during the course of the 
investment, thereby reducing the theoretical and calculated price. Secondly, other 
and equally important parameters (such as book value of a company) are not 
included in such price calculations. The modification of the Gordon's model in 
literature [Chapados 2011] may be based on the classic RIM-Model (residual 
income valuation model), which takes into account the relationship between the 
book value and the net earnings per share and dividends per share: 
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 B୲ = B୲ିଵ + E୲ − D୲,     (3) 
where B୲ is the book value per share at time  t, E୲ is the earnings per share in the 
period t. Then, taking into account the Edwards' approach, Bella and Ohlson 
[Edwards & Bell 1961, Ohlson 1995], the relationship between shareholder 
payments and the so-called "abnormal" earnings can be determined, but including 
the interest rate in the form of their model, which is used to discount the cash 
flows. The model described here assumes the following form: 

 E୲
∝ ≜ E୲ − R ∗ B୲ିଵ,    (4) 

where E୲
∝ determines "abnormal" earnings, B୲-ଵ is the book value per share at 

time t − 1, R is also a discount factor. By analyzing the aforementioned shots, one 
can build an equation allowing to calculate a dividend per share at time, but at a 
given book value per share and "abnormal" earnings, because: 

 D୲ = E୲
∝ − B୲ + (1 + R) ∗ B୲ିଵ,     (5) 

This dividend calculation allows us to develop two equations that represent 
the modified Gordon model, which does not include dividends per share, or g , 
which most changes the price of shares in the classic model. Thus, the price of 
shares under the new approach can be calculated in two ways: 

 P୲ = B୲ + 𝔼୲ ቂ∑
୉౪శτ

∝

(ଵାୖ)τ
∞
τୀଵ ቃ,     (6) 

and 

 P୲ = B୲ + 𝔼୲ ቂ∑
୉౪శτିୖ∗୆౪శτషభ

(ଵାୖ)τ
∞
τୀଵ ቃ,     (7) 

The modification of the Gordon's model is that it does not take into account the 
values g, so the price of the stock is not dependent on them. In contrast, it is 
sensitive to the change of the book value per share and the change of the 
“abnormal" earnings or of the earnings per share. The presented R is similar in role 
to the classical model, although the book value per share may lose its share of the 
stock price at low  R values. Graphical interpretation of the presented formulas is 
unprecedented in the literature and may therefore be desirable for the use in the 
process of stock assessment and portfolio construction. 

SIMULATION RESEARCH OF STOCK PRICE DETERMINATION 
USING THE CLASSIC AND MODIFIED GORDON MODEL 

The MATLAB software was used for the simulation study and was analyzed 
for graphical analysis. They were divided into three parts to highlight the 
differences in the formulas analyzed. The first one was based on the classic Gordon 
model (2), the second on the modified model with the "abnormal" earnings (6), and 
the third model on the modified but without "abnormal" earnings (7). In-depth 
analysis of formulas indicates that, in order to obtain the desired dependency of the 
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parameters, their graphical interpretation requires a series of values. The simulation 
study is therefore based on a theoretical value of the stock, with its parameters 
matched to the three variants corresponding to the models being analyzed. Table 1 
presents the value of the parameters for calculating this share value for each of the 
analyzed models, and it is assumed that the purpose is to calculate stock prices in 
the current period (P଴). 

Table 1.  Values of sample stock price simulations 

Parameter 
Value  

(or changes) 
Classic model - equation (2) 

𝑅 (changes with step 0.002) (0.03; 0.15) 
g (changes with step 0.001) (0.07; 0.01) 
D୲ (t = 1) 2.0 
Figure number 1; 2 

Modified model – equation (6) 
E୲

∝ (changes with step 0.0048) (3.0; 5.4) 
𝑅 (changes with step 0.00024) (0.03; 0.15) 
B୲ 3.0 
τ 500 
Probability (changes with step 0.002) (0.8; 1) 
Figure number 3; 4; 5 

Modified model - equation (7) 
E୲ାத (changes with step 0.0048) (3.0;5.4) 
𝑅 (changes with step 0.00024) (0.03;0.15) 
B୲ (changes with step 0.06) (3.0;9.0) 
τ 100 and 500 
Probability (changes with step 0.002) (0.8;1) 
Figure number 6; 7 

Source: own calculations 

One can mention that for modified models, a value of τ = 500 was chosen, 
because the smaller value of this indicator changes the stock valuation, and above 
this, the stock price is independent of  τ. In addition, the most important 
distinguishing features of the presented formulas were expressed by two-
dimensional and three-dimensional charts. Only the first numerical experiment for 
stocks, based on the classical model (2), is shown in Figures 1 and 2. The rest 
concerns the modified models. 
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Figure 1. A three-dimensional graph of the relationship between the parameters R and g for 
the classical model (2) 

 
Source: own study 

Figure 1 provides that in certain cases it was assumed that for  R < g  this 
price was "0". To enrich the presentation, this solution was highlighted not only on 
the presented three-dimensional graph, but also on the next two-dimensional graph 
(Figure 2). It presents the fragments of the solutions of Figure 1 for the selected 
values of the parameter g. 

Figure 2. Two-dimensional graph of the relationship between the parameters R and P୲ for 
the classical model (2) with the three values g 

 
Source: own study 

Under certain values g, the price of shares, is more sensitive and therefore 
change R can very quickly raise the price. It is easy enough to see that some  g  
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values (e.g. Figure 2 with g = 0.069) cause low sensitivity of stock prices to 
changes in R.  

Figure 3. Relationships between R and P୲ parameters for the modified model (6) at 
probability of 0.8 and variable abnormal earnings 

 
Source: own study 

Figure 3 shows that the increase in the required rate of return on stock, 
lowers its price. In Figure 4 the abnormal earnings is denoted as Ea. 

Figure 4. Three-dimensional graph of the relationship between the parameters P୲ and Ea for 
the modified model (6) with increasing probability and  R of 3% 

 
Source: own study 
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but if the relatively high level of abnormal earnings is comparatively unlikely, then 
still the stock price is high. 

Figure 5. Relationship of P୲ to R and probability for the modified model (6) at constant 
abnormal earnings of 3.0 

 
Source: own study 

The graph in Figure 5 confirms that the high required rate of return from 
stock, significantly decreases its price, even if the probability of abnormal earnings 
is high. 

Figure 6. Price dependence of P୲ on E୲ and probability for the modified model (7) with a 
constant R  of 3% and B୲ of 3.0 

 
Source: own study 
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The Figure 6 shows that the increase in earning per share at low probability, 
at constant 𝑅, does not raise the stock price to the extent that the probability 
increases. For any investor it means that, in the modified Gordon model, low 
returns but achievable are more important than high but unlikely. 

Figure 7. Relationships between the parameters P୲, E୲ and 𝐵௧  for the modified model (7) 
with a constant 𝑅 of 3% and a constant probability of 0.8 

 
Source: own study 

Figure 7 shows the effect of book value on stock price at different earning 
per share levels. Such appreciation can be considered cognitively interesting 
because the modified model (7) is the only one shown, which in its formula 
contains the book value multiplied in each period by the rate of return. Figure 7 
reflects that with a given book value level, the stock price rises with the increase in 
earning per share. Conversely, the reverse relationship is different, because large 
book value changes, at constant earning per share, do not affect the price of the 
stock. 

SUMMARY 

To present the essence of the paper models, numerical experiments were 
conducted and the graphs were made. On the basis of the research, the following 
general conclusions were made. Firstly, the Gordon model in classical terms (2) 
should be treated as a theoretical tool that should be carefully used in practice, for 
at least the reason that, it allows analysis of shares only if R is higher than g and in 
the defined area the value of the g (g comparable to R) price of the stock price is 
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not take into account the g parameter but it is based on the abnormal earnings level, 
which most significantly influences the stock price, even with the probability 
change. Thirdly, the modified model in the second (7) spin also represents an 
alternative to the classical solution, since it is not based on the g parameter but 
primarily on the earning per share and book value. It has been shown that the share 
price is very sensitive to a given book value level with the simultaneous earning 
per share changes. 

The final conclusions cannot be overlooked that the R parameter is also 
a factor influencing the price of shares in each of the models presented, but it is 
interesting that the modified model in each figure does not take into account either 
the parameter g or the level of dividends, making it an instrument of interest. for 
investors. But do not forget that recent empirical studies have shown [Khanal & 
Mishra 2017] that stock prices are rising in dividends announcements, so the 
classic Gordon model seems to be based on robust parameters. 
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INTRODUCTION 20 

Agri-food producing industry is a significant sector of the Polish economy. 21 
According to data from the Central Statistical Office (GUS), in 2012, the value of its 22 
production sold accounted for 17.1% of production sold by the entire Polish industry 23 
and 20.4% of the value of sold production of industrial processing. In terms of food 24 
production, Poland ranks as the 6th place in Europe, and the food industry notes in 25 
recent years systematically increasing, a positive balance in foreign trade. In 2010-26 
2012 trade balance increased in comparison to the previous year respectively by 27 
9.3%, 21.3% and 59.6%. Polish sector of of food processing is responsible for 28 
producing approximately 6% of gross domestic product (GDP), its added value is 29 
approximately 4% of the total national economy value. Employment in the food 30 
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industry was represented 4.3% of total employment and 15.6% of total employment 1 
in the industry. 2 

The sector of food processing in Poland is quite varied. According to the data 3 
in the database REGON, consists of 11 branches, of which by far the largest industry 4 
is bakery covering 44.3% of the companies. Significantly larger than other a meat 5 
industry is covering 20.2% of the companies. The share of other industries do not 6 
exceed 8.5%, and by far the smallest are oil-fat industry (0.8%) and tobacco (0.1%). 7 
It should also be noted that the Polish sector of of food processing is highly 8 
fragmented. The vast majority of 98.9% of the entities are companies belonging to 9 
the sector of small and medium-sized enterprises (SMEs), and as many as 69.7% are 10 
micro-enterprises employing up to 9 workers. 11 

It is worth noting that the smaller companies, in particular, were classified as 12 
micro have far fewer opportunities in the acquisition, introduction and use of 13 
advanced IT technologies and systems. The reason is the need to incur significant 14 
costs the most, as well as relevant organizational preparation of company. But it is 15 
the ability to use in the practice of modern IT technologies is often mentioned as a 16 
key determinant of the market success possibility with regard to the SME sector. 17 
They just allow for more effective management of the enterprise, as well as being a 18 
kind of catalyst for innovation [Deep et al. 2004, Wong 2005, Wong and Aspinwall 19 
2005, Terziovski 2010, Ząbkowski and Jałowiecki 2011]. Modern IT technologies 20 
and systems also play an important role in modern logistic systems to enable 21 
effective implementation and control of logistic processes, as well as the 22 
implementation of logistics services. Logistics implemented within the digital 23 
information systems or aided by them is defined as e-logistics nowadays. The 24 
obvious fact is so closely linking modern IT technologies and systems with modern 25 
logistics systems [Gnasekaran and Ngai 2003, Beheshti et al. 2007, Talbot et al. 26 
2007]. 27 

A characteristic feature of the food industry in Poland is a large number of 28 
suppliers of agricultural raw materials and consumers of food products. The average 29 
food producing company acquires agricultural products from five categories of 30 
suppliers. Definitely the highest is the average number of farmers as suppliers 31 
(216.1), and in the dairy (492.2) and meat industries (371.4), it is still significantly 32 
higher. Subsequently, these are agricultural enterprises (14.0), purchasing companies 33 
(8.4), producer groups (6.9) and processing plants (6.0). Only in the case of fat-oil 34 
and other food products industries, you can talk about balance in terms of the average 35 
number of suppliers of agricultural raw materials belonging to each listed category 36 
[Jałowiecki and Jałowiecka, 2013]. 37 

A similar situation takes place with regard to recipients of food products of 38 
which there are 6 major categories. In this regard retail stores have a definite 39 
advantage (136.9). Subsequently, these are the warehouses (38.8), processing plants 40 
(27.3), institutional recipients (12.1), hotels and restaurants (10.3) and trading 41 
networks (6.1). The average number of retail stores as consumers of food products 42 
are significantly higher in the dairy (until 1809.1) and beverages industries (213.0). 43 
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It should also be noted that both the average number of farmers as suppliers of 1 
agricultural raw materials, as well as retail stores as consumers of food products is 2 
steadily increasing with the increase of the number of employees in the enterprise 3 
[Jałowiecki and Jałowiecka 2013]. Such large variations in both customers and 4 
market partners of Polish enterprises of food processing is one of the most important 5 
causative factors of enterprises functioning within the large and complex cooperative 6 
and logistics chains. In addition, most industries of agri-food sector, agri-food 7 
processing produces food for which a particularly important quality parameters of 8 
both agricultural raw materials, finished products as a freshness, and consequently 9 
delivery. In addition, most industries sectors of agri-food processing branch 10 
produces food for which a particularly important there are quality parameters of both 11 
agricultural raw materials, final food products as a freshness, and consequently 12 
delivery time. All this makes proper effectiveness of logistics chains is one of the 13 
most important factors in ensuring the competitiveness of enterprises on the market, 14 
although the same solutions in the field of IT technology and logistics are essentially 15 
the same as in other industrial sectors [Mangina and Vlachos 2005, Clements et al. 16 
2008, Wicki and Jałowiecki 2010]. 17 

Known and frequently signaled in the literature phenomenon is called 18 
"Productivity paradox". In short, it consists in the fact that expenditure on 19 
informatization does not translate directly into financial results of companies. The 20 
paradox of productivity has been identified and formulated in the late 80s of the 21 
twentieth century by the famous American economists Robert Sollow and Norbert 22 
Strassman [Solow 1987, Strassmann 2010]. Increase in expenditure on information 23 
systems is usually caused by the implementation of more and more advanced, more 24 
complex and have greater possibilities of IT. 25 

In the research conducted so far, in the food production sector enterprises, no 26 
correlation between the level of advancement of used IT technologies and financial 27 
situation was found, regardless of company size [Jałowiecki and Gostkowki 2013]. 28 
Still unpublished results of further studies indicate that such relationships exist in 29 
Poland only in the meat and dairy industries. In other sectors of agri-food processing 30 
branch, such relationships were not found. Since modern IT technologies are so 31 
strongly associated with modern logistics, theoretically, a higher level of their 32 
advancement should affect the growth effectiveness of logistics systems and, 33 
consequently, decrease the cost of logistics operations. That left investigate whether 34 
indeed there are dependencies between the level of advancement of used IT 35 
technologies and better market position the company in terms of logistics well as the 36 
level of logistics costs.  37 

MATERIAL AND METHODS 38 

n the research the results of a survey of 511 companies of the Polish sector of 39 
food processing performed in 2010-2011 were used. Surveyed companies were 40 
divided by the number of employees in accordance with the classification of GUS 41 
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into 4 categories: micro (up to 9 employees), small enterprises (10-49 employees), 1 
medium (50-249 employees) and large (250 or more employees). Because of the 2 
small number of subjects, it was not isolated as a separate category of very large 3 
enterprises (1,000 or more employees). The studies were taken into account only 6 4 
sectors: meat, fruit and vegetables, dairy, cereal and starchy, bread and other food 5 
products, which responded to the survey more than 20 companies. 6 

The stage of advancement of used IT solutions was evaluated employing 7 
coefficient used in previous studies [6]. It takes into account factors such as: having 8 
the separated information system (yes, no) , computer aided each of the five areas of 9 
logistics (transportation, inventory, packaging and reverse logistics, warehouse 10 
management, order management and demand forecasting), transfer of information 11 
way in circulation within enterprises as well as between the company and the 12 
contractors and market partners (no specific, orally, on paper, by phone, fax , e-mail 13 
or Internet messengers, via the software), the class of used information system (no 14 
system, financial-accounting (FA), electronic data interchange (EDI), materiel 15 
resources planning (MRP), enterprise resources planning (ERP), business 16 
intelligence (BI) system) and the method The statistical significance of the 17 
correlation coefficients determined using the test was examined in accordance with 18 
the formula (2).of preparing forecasts of demand for manufactured products (no 19 
forecasts , production on the basis of received raw materials, production based on 20 
orders received, based on historical data from the company, based on market 21 
forecasts, based on data from the company and market). Coefficient could have 22 
values ranging from 0 to 6. In order to ensure the comparability with the rest of 23 
examined variables, its value categorized into 5 categories by assigning a value from 24 
1 to 5, which marked level: very low, low, average, high, very high. 25 

Their knowledge in the field of logistics evaluated on the basis of the 26 
respondents declaration also was categorized into 5 categories from 1 to 5: woefully 27 
inadequate; usually insufficient; as often enough as insufficient; usually sufficient 28 
and more than sufficient knowledge. On the basis of the declaration of the 29 
respondents also an assessment of the market position of the company against the 30 
industry in terms of each of the five areas of logistics activities (transportation, 31 
inventory, packaging and reverse logistics, warehouse management, order 32 
management and demand forecasting) were based. It was categorized into five 33 
categories: one of the worst in the against the sector, slightly weaker than the sector 34 
average, average, slightly better than the average in the sector, one of the better 35 
against the sector. Moreover, the total value of the coefficient of the market position 36 
of the company in terms of logistics was designated, and also categorized into 5 37 
categories: very low, low, average, high, very high. The costs of logistics enterprises 38 
categorized into 5 values (less than 1%, from 1% to 4%, from 5% to 9%, from 10 to 39 
14% and 15% or more of the total cost of the enterprise). 40 

To assess the relationship between examined variables (advancement of used 41 
IT technologies, the assessment of the market position of the company in terms of 42 
individual areas of logistics activities, market position in terms of logistics and of 43 
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logistics costs ratios) was used Spearman's rank correlation coefficient due to the 1 
categorization of all the studied variables. The statistical significance of determined 2 
correlation coefficients was examined with the test based on t-Student distribution. 3 
Correlations for all companies together, in 4 groups of employment size and for the 4 
six selected sectors separately were examined. 5 

RESULTS 6 

Among all surveyed companies the level of advancement of used IT solutions 7 
was at the level �̅� = 2.51, which is in the middle between low and average. Its 8 
dispersion was ρ = 0.99, which accounted for 39.6% arithmetic average. This level 9 
definitely increased with the increase in the size category of employment of �̅� = 2.07 10 
for micro to �̅� = 3.83 for large enterprises (see Table 1). Among the sectors by far 11 
the highest level of applied IT solutions was found among dairy enterprises �̅� = 3.33, 12 
while by far the lowest among the baking �̅� = 2.24 (see Table 2). 13 

The average level of costs associated with logistics for all companies was as 14 
�̅� = 2.92, which is on the border of categories from 1% to 4% and from 5% to 9% of 15 
the total costs of the company. Their dispersion was s = 1.10, which accounted for 16 
37.6% of the arithmetic average. The average level of logistics costs incurred 17 
increased with increasing size class of enterprise from �̅� = 2.57 in micro-enterprises 18 
to �̅� = 3.07 in large enterprises, in which the dispersion was by far the lowest (see 19 
Table 1). 20 

Table 1. Average levels of used IT solutions advancement, logistics solutions knowledge, 21 
market positions in term of five logistic activity areas, and in term of all logistic 22 
activities, share of logistic costs in total costs of company coefficients and its 23 
diversification in companies of Polish agri-food production sector according to 24 
employment size (�̅� – average, s – standard deviation, Vx – diversification 25 
coefficient) 26 

Employment size Micro Small Middle Large All 

Used IT solutions 

advancement level 

�̅� = 2.07 

s = 0.71 

Vx = 0.34 

 

�̅� = 2.30 

s = 0.84 

Vx = 0.37 

 

�̅� = 3.10 

s = 1.04 

Vx = 0.34 

 

�̅� = 3.83 

s = 0.92 

Vx = 0.24 

�̅� = 2.51 

s = 0.99 

Vx = 0.39 

Knowledge of logistics 

solutions 

�̅� = 3.62 

s = 1.16 

Vx = 0.32 

 

 

�̅� = 3.46 

s = 1.15 

Vx = 0.33 

�̅� = 3.52 

s = 1.03 

Vx = 0.29 

�̅� = 3.55 

s = 0.83 

Vx = 0.23 

�̅� = 3.50 

s = 1.11 

Vx = 0.32 

Market position in term 

of inventory control 

�̅� = 2.97 

s = 1.15 

Vx = 0.39 

�̅� = 3.40 

s = 1.17 

Vx = 0.34 

�̅� = 3.54 

s = 1.13 

Vx = 0.32 

�̅� = 3.69 

s = 0.99 

Vx = 0.27 

�̅� = 3.38 

s = 1.18 

Vx = 0.35 

Market position in term 

of storage management 

�̅� = 2.93 

s = 1.14 

Vx = 0.39  

�̅� = 3.35 

s = 1.19 

Vx = 0.36 

�̅� = 3.51 

s = 1.11 

Vx = 0.32 

�̅� = 3.83 

s = 0.99 

Vx = 0.26 

�̅� = 3.35 

s = 1.19 

Vx = 0.36 
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Employment size Micro Small Middle Large All 

Market position in term 

of packaging 

management 

�̅� = 2.97 

s = 1.17 

Vx = 0.39   

�̅� = 3.09 

s = 1.21 

Vx = 0.39 

�̅� = 3.31 

s = 1.14 

Vx = 0.34 

�̅� = 3.45 

s = 1.12 

Vx = 0.32 

�̅� = 3.13 

s = 1.20 

Vx = 0.38 

Market position in term 

of transport 

management 

�̅� = 3.15 

s = 1.22 

Vx = 0.39 

�̅� = 3.40 

s = 1.23 

Vx = 0.36 

�̅� = 3.70 

s = 1.14 

Vx = 0.31 

�̅� = 3.90 

s = 0.99 

Vx = 0.25 

�̅� = 3.45 

 s = 1.23 

 Vx = 0.36 

Market position in term 

of information 

management 

�̅� = 2.87 

s = 1.15 

Vx = 0.40 

�̅� = 3.10 

s = 1.18 

Vx = 0.38 

�̅� = 3.28 

s = 1.18 

Vx = 0.36 

�̅� = 3.52 

s = 1.04 

Vx = 0.30 

�̅� = 3.13 

s = 1.18 

Vx = 0.38 

Market position in term 

of all logistic activities 

�̅� = 3.16 

s = 1.16 

Vx = 0.37 

�̅� = 3.50 

s = 1.16 

Vx = 0.33 

�̅� = 3.74 

s = 1.04 

Vx = 0.28 

�̅� = 4.00 

s = 1.02 

Vx = 0.26 

�̅� = 3.53 

s = 1.15 

Vx = 0.33 

Share of logistic costs 

in total costs of 

company 

�̅� = 2.57 

s = 0.98 

Vx = 0.38 

�̅� = 2.95 

s = 1.12 

Vx = 0.38 

�̅� = 2.99 

s = 1.08 

Vx = 0.36 

�̅� = 3.07 

s = 0.88 

Vx = 0.29 

�̅� = 2.92 

s = 1.10 

Vx = 0.38 

Source: own preparation 1 

In terms of logistics costs, studied sectors can be divided into 2 groups. In the 2 
first, including companies producing other food products (�̅� = 3.18), dairy (�̅� = 3.17) 3 
and fruit and vegetable processing (�̅� = 3.09) the average level of logistics costs was 4 
much higher than in the second, covering the remaining branches (see Table 2). 5 
Assessing the relationship between the level of advancement of used IT solutions, 6 
and the level of costs connected with the logistics of all companies, there is a weak, 7 
but statistically significant correlation rS = 0.20, according to which a higher level of 8 
IT solutions meant a higher level of logistics costs. Among the groups of companies 9 
similar relationship was found only in small enterprises rS = 0.22, in the meat 10 
industry rS = 0.27, bakery rS = 0.21 and the strongest in the industry of other food 11 
products rS = 0.36. Among the companies belonging to other groups of the number 12 
of employees and in other industries, there was no statistically significant 13 
relationships between the level of advancement of information technology used and 14 
the level of logistics costs. It is worth also be noted that although no statistical 15 
significant but negative correlations meaning depending on logistics costs decline 16 
with increasing severity of used IT technologies and systems found in large 17 
enterprises (rS = -0.14), fruit and vegetable processing (rS = -0.15) and milk  18 
(rS = -0.10) (see Tables 3 and 4). The results of research conducted by the author 19 
indicate that they are a group of companies characterized by far the greatest 20 
complexity of the logistics structure [Jałowiecki et al. 2014]. The results obtained 21 
with regard to the level of logistics costs also confirmed the results of previous 22 
studies on the relationship between the level of used IT technology advancement, 23 
and the financial situation of companies in the branch of food production [Jałowiecki 24 
and Gostkowski 2013]. According to them only in small enterprises and in the meat 25 
and dairy industries statistically significant dependencies according to which a 26 
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higher level of advancement of used IT technologies and systems translated into 1 
better financial results of companies. For all surveyed enterprises whereas there was 2 
no such statistically significant correlation. 3 

Table 2. Average levels of logistics solutions knowledge, market positions in term of five 4 
logistic activity areas and its diversification in companies of Polish agri-food 5 
production sector according to sector of functioning (�̅� – average, s – standard 6 
deviation, Vx – diversification coefficient) 7 

Sector Meat 
Fruits and 

Vegetables 
Milk 

Cereal 

and 

Starch 

Bakery 
Other 

Grocery 

Used IT 

solutions 

adv. level 

�̅� = 2.59 

s = 1.01 

Vx = 0.39 

 

�̅� = 2.97 

s = 1.03 

Vx = 0.35 

 

�̅� = 3.33 

s = 0.91 

Vx = 0.27 

 

�̅� = 2.47 

s = 1.16 

Vx = 0.47 

 

�̅� = 2.24 

s = 0.82 

Vx = 0.37 

 

�̅� = 2.76 

s = 0.99 

Vx = 0.36 

 
Knowledge 

of logistics 

solutions 

�̅� = 3.40 

s = 1.12 

Vx = 0.33  

�̅� = 3.70 

s = 0.74 

Vx = 0.20 

�̅� = 3.79 

s = 0.48 

Vx = 0.13 

 

 

�̅� = 3.66 

s = 1.06 

Vx = 0.29 

�̅� = 3.45 

s = 1.23 

Vx = 0.36 

�̅� = 3.62 

s = 0.86 

Vx = 0.24 

Market position in term of … 

inventory 

control 

�̅� = 3.36 

s = 1.07 

Vx = 0.32 

�̅� = 3.39 

s = 1.14 

Vx = 0.34 

�̅� = 3.75 

s = 0.84 

Vx = 0.22 

�̅� = 3.08 

s = 1.21 

Vx = 0.39 

�̅� = 3.40 

s = 1.25 

Vx = 0.37 

�̅� = 3.53 

s = 0.91 

Vx = 0.26 

storage 

management 

�̅� = 3.31 

s = 1.08 

Vx = 0.33 

�̅� = 3.52 

s = 1.10 

Vx = 0.31 

�̅� = 3.50 

s = 0.92 

Vx = 0.26  

�̅� = 3.26 

s = 1.30 

Vx = 0.40 

�̅� = 3.31 

s = 1.24 

Vx = 0.37 

�̅� = 3.56 

s = 0.94 

Vx = 0.26 

packaging 

management 

�̅� = 3.03 

s = 1.12 

Vx = 0.37 

�̅� = 3.18 

s = 1.13 

Vx = 0.36 

�̅� = 3.54 

s = 0.83 

Vx = 0.23   

�̅� = 3.26 

s = 1.22 

Vx = 0.37 

�̅� = 3.08 

s = 1.25 

Vx = 0.41 

�̅� = 3.51 

s = 0.87 

Vx = 0.25 

transport 

management 

�̅� = 3.37 

s = 1.11 

Vx = 0.33 

�̅� = 3.45 

s = 1.15 

Vx = 0.33 

�̅� = 4.08 

s = 0.83 

Vx = 0.20 

�̅� = 3.50 

s = 1.24 

Vx = 0.35 

�̅� = 3.39 

s = 1.29 

Vx = 0.38 

�̅� = 3.62 

s = 0.97 

Vx = 0.27 

information 

management 

�̅� = 3.03 

s = 1.08 

Vx = 0.25 

�̅� = 3.03 

s = 1.08 

Vx = 0.25 

�̅� = 3.46 

s = 0.62 

Vx = 0.24 

�̅� = 3.24 

s = 0.83 

Vx = 0.31 

�̅� = 3.12 

s = 0.87 

Vx = 0.33 

�̅� = 3.24 

s = 0.72 

Vx = 0.29 

all logistic 

activities 

�̅� = 3.45 

s = 1.10 

Vx = 0.32 

�̅� = 3.64 

s = 1.09 

Vx = 0.30 

�̅� = 4.04 

s = 0.81 

Vx = 0.20 

�̅� = 3.53 

s = 1.20 

Vx = 0.34 

�̅� = 3.47 

s = 1.19 

Vx = 0.34 

�̅� = 3.76 

s = 0.95 

Vx = 0.25 

Logistic 

costs share 

�̅� = 2.78 

s = 1.09 

Vx = 0.39 

�̅� = 3.09 

s = 0.84 

Vx = 0.35 

�̅� = 3.17 

s = 0.82 

Vx = 0.27 

�̅� = 2.87 

s = 1.08 

Vx = 0.47 

�̅� = 2.88 

s = 1.12 

Vx = 0.35 

�̅� = 3.18 

s = 1.00 

Vx = 0.36 

Source: own preparation 8 

In terms of market position in the 5 areas of logistics activity, as well as in 9 
terms of logistics in general, in all the surveyed companies stated regularity 10 
according to which the higher average employment group meant better market 11 
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position. For example, the average summary assessment of logistics increased from 1 
�̅� = 3.16, that is the average market position for micro to �̅� = 4.00, which is slightly 2 
better market position than the average in the large companies. Top rated average 3 
market position of all surveyed enterprises was in the management of transport (�̅� = 4 
3.45), whereas the lowest were average market positions in terms of packaging and 5 
reverse logistics (�̅� = 3.13) and information management (�̅� = 3.13) (see Table 1). 6 
Taking into account sectors, definitely the highest average assessment of its market 7 
position in terms of logistics was found in dairy enterprises (�̅� = 4.04), whereas the 8 
lowest in the meat (�̅� = 3.45) and bakery industries (�̅� = 3.47) (see Table 2). 9 

Table 3. Spearman correlation between the level of used IT solutions advancement, 10 
logistics solutions knowledge, market positions in term of five logistic activity 11 
areas, and in term of all logistic activities, share of logistic costs in total costs of 12 
company coefficients depending on the employment size (rS – correlation 13 
coefficient, t – empirical value of test statistic, tα – critical value of test statistic,  14 
α – significance level) 15 

Employment 

size α = 0.05 

Micro 

tα = ±2.00 

Small 

 tα = ±1.97 

Middle 

tα = ± 1.99 

Large 

tα = ± 2.05 

All 

 tα = ±1.96 

Knowledge 

of logistics 

solutions 

rS = 0.27 

t = 2.12 

p = 0.04 

rS = 0.34 

t = 6.44 

p < 0.01 

rS = 0.46 

t = 5.11 

p < 0.01 

rS = 0.64 

t = 4.34 

p < 0.01 

rS = 0.32 

t = 7.00 

p < 0.01 

Market position in term of … 

inventory 

control 

rS = 0.16 

t = 1.22 

p = 0.23 

rS = 0.31 

t = 5.79 

p < 0.01 

rS = 0.46 

t = 5.16 

p < 0.01 

rS = 0.61 

t = 3.96 

p < 0.01 

rS = 0.35 

t = 8.40 

p < 0.01 

storage 

management 

rS = 0.38 

t = 3.11 

p < 0.01 

rS = 0.40 

t = 7.65 

p < 0.01 

rS = 0.47 

t = 5.27 

p < 0.01 

rS = 0.55 

t = 3.45 

p < 0.01 

rS = 0.43 

t = 10.72 

p < 0.01 

packaging 

management 

rS = 0.21 

t = 1.63 

p = 0.11 

rS = 0.32 

t = 6.07 

p < 0.01 

rS = 0.35 

t = 3.70 

p < 0.01 

rS = 0.54 

t = 3.35 

p < 0.01 

rS = 0.34 

t = 8.19 

p < 0.01 

transport 

management 

rS = 0.27 

t = 2.16 

p = 0.04 

rS = 0.39 

t = 7.44 

p < 0.01 

rS = 0.45 

t = 4.97 

p < 0.01 

rS = 0.55 

t = 3.41 

p < 0.01 

rS = 0.41 

t = 10.20 

p < 0.01 

information 

management 

rS = 0.22 

t = 1.74 

p = 0.09 

rS = 0.39 

t = 7.56 

p < 0.01 

rS = 0.57 

t = 6.91 

p < 0.01 

rS = 0.50 

t = 2.98 

p = 0.01 

rS = 0.42 

t = 10.37 

p < 0.01 

logistic 

activities 

rS = 0.26 

t = 2.03 

p = 0.05 

rS = 0.37 

t = 7.05 

p < 0.01 

rS = 0.43 

t = 4.53 

p < 0.01 

rS = 0.57 

t = 3.56 

p < 0.01 

rS = 0.39 

t = 9.48 

p < 0.01 

Logistic 

costs share 

rS = 0.11 

t = 0.84 

p = 0.41 

rS = 0.22 

t = 3.90 

p < 0.01 

rS = 0.15 

t = 1.45 

p = 0.15 

rS = -0.14 

t = -0.70 

p = 0.49 

rS = 0.20 

t = 4.36 

p < 0.01 

Source: own preparation 16 



56 Piotr Jałowiecki 

Assessing the relationship between the level of advancement of used IT 1 
solutions and market position of enterprises in terms of five areas of logistics 2 
activity, as well as in terms of logistics in general, it was found that the strength of 3 
this association increased with a higher and higher groups of the size of employment 4 
the enterprise. For example, the average aggregate assessment of market power in 5 
terms of logistics of rS = 0.26 for micro to rS = 0.57 for large enterprises. (see Table 6 
3). Significantly stronger dependence was found in the areas of storage management 7 
(rS = 0.43), transportation management (rS = 0.42) and information management  8 
(rS = 0.41) than in the areas of inventory management (rS = 0.35) and the management 9 
of packaging and reverse logistics (rS = 0.34). Taking into account individual, 10 
investigated sectors, conclusion is that there were significant differences between 11 
them in terms of the impact of used IT technologies and systems advancement level 12 
on the market position of enterprises in terms of five areas of logistics separately, as 13 
well as in terms of logistics in general. However, definitely strongest was the 14 
influence on fruit and vegetable, and dairy industries, whereas deciding the weakest 15 
in the cereal and starchy (see Table 4). 16 

Table 4. Spearman correlation between the level of used IT solutions advancement, 17 
logistics solutions knowledge, market positions in term of five logistic activity 18 
areas, and in term of all logistic activities, share of logistic costs in total costs of 19 
company coefficients depending on the employment size (rS – correlation 20 
coefficient, t – empirical value of test statistic, tα – critical value of test statistic,  21 
α – significance level) 22 

Sector 

α = 0.05 

Meat  

tα = ±1.98 

Fruits and 

Vegetables 

tα = ±2.04 

Milk 

tα = ±2.07 

Cereal and 

Starch 

tα = ±2.03 

Bakery 

tα = ±1.97 

Other 

Grocery 

tα = ±2.02 

Knowledge 

of logistics 

solutions 

rS = 0.42 

t = 4.96 

p < 0.01 

rS = 0.14 

t = 0.78 

p = 0.22 

rS = 0.39 

t = 1.99 

p = 0.06 

rS = 0.31 

t = 1.99 

p = 0.05 

rS = 0.32 

t = 4.87 

p < 0.01 

rS = 0.27 

t = 1.84 

p = 0.07 

Market position in term of … 

inventory 

control 

rS = 0.27 

t = 3.05 

p = 0.12 

rS = 0.66 

t = 4.92 

p < 0.01 

rS = 0.50 

t = 2.68 

p = 0.01 

rS = 0.12 

t = 0.73 

p = 0.47 

rS = 0.35 

t = 5.45 

p < 0.01 

rS = 0.41 

t = 2.99 

p < 0.01 

storage 

management 

rS = 0.37 

t = 4.30 

p < 0.01 

rS = 0.74 

t = 6.14 

p < 0.01 

rS = 0.41 

t = 2.10 

p = 0.05 

rS = 0.28 

t = 1.72 

p = 0.09 

rS = 0.43 

t = 6.86 

p < 0.01 

rS = 0.47 

t = 3.47 

p < 0.01 

packaging 

management 

rS = 0.38 

t = 4.38 

p < 0.01 

rS = 0.36 

t = 2.15 

p = 0.04 

rS = 0.44 

t = 2.32 

p = 0.03 

rS = 0.23 

t = 1.44 

p = 0.16 

rS = 0.33 

t = 5.10 

p < 0.01 

rS = 0.40 

t = 2.88 

p = 0.01 

transport 

management 

rS = 0.37 

t = 4.19 

p < 0.01 

rS = 0.44 

t = 2.72 

p = 0.01 

rS = 0.59 

t = 3.46 

p < 0.01 

rS = 0.36 

t = 2.33 

p = 0.03 

rS = 0.38 

t = 5.97 

p < 0.01 

rS = 0.37 

t = 2.58 

p = 0.01 
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Sector 

α = 0.05 

Meat  

tα = ±1.98 

Fruits and 

Vegetables 

tα = ±2.04 

Milk 

tα = ±2.07 

Cereal and 

Starch 

tα = ±2.03 

Bakery 

tα = ±1.97 

Other 

Grocery 

tα = ±2.02 

information 

management 

rS = 0.43 

t = 5.03 

p < 0.01 

rS = 0.61 

t = 4.31 

p < 0.01 

rS = 0.34 

t = 1.70 

p = 0.10 

rS = 0.38 

t = 2.46 

p = 0.02 

rS = 0.40 

t = 6.42 

p < 0.01 

rS = 0.40 

t = 2.83 

p = 0.01 

all logistic 

activities 

rS = 0.36 

t = 4.10 

p < 0.01 

rS = 0.64 

t = 4.59 

p < 0.01 

rS = 0.55 

t = 2.96 

p = 0.01 

rS = 0.10 

t = 0.62 

p = 0.54 

rS = 0.36 

t = 5.56 

p < 0.01 

rS = 0.45 

t = 3.26 

p < 0.01 

Logistic 

costs share 

rS = 0.27 

t = 2.92 

p < 0.01 

rS = -0.15 

t = -0.77 

p = 0.45 

rS = -0.10 

t = -0.44 

p = 0.67 

rS = 0.01 

t = 0.07 

p = 0.94 

rS = 0.21 

t = 2.98 

p < 0.01 

rS = 0.36 

t = 2.36 

p = 0.02 

Source: own preparation 1 

Among all the surveyed companies declared level of knowledge in the field 2 
of logistics solutions reached the level of �̅� = 3.50, or between equally often enough 3 
that insufficient knowledge and knowledge usually sufficient. Dispersion was ρ = 4 
1.11, which accounted for 31.9% of the arithmetic average. With the exception of 5 
micro-enterprises, which are found the highest level of knowledge logistics declared 6 
�̅� = 3.62, it increased slightly with the increase of the number of employees in the 7 
company since �̅� = 3.43 in enterprises small to �̅� = 3.55 in large enterprises. With 8 
increasing size of the company definitely decreased whereas dispersion of its values 9 
from s = 1.16 in the micro to s = 0.83 in large enterprises (see Table 1). The author 10 
believes declared the highest level of knowledge in the field of logistics, detected 11 
among micro-enterprises testifies rather to a lack of knowledge on modern logistics 12 
solutions than the real extensive knowledge in this field. An indirect confirmation of 13 
this interpretation are research results, according to which of micro-enterprises is by 14 
far the lowest level of complexity of the logistics and by far the lowest level of 15 
advancement of used logistic solutions [Jałowiecki et al. 2014]. Among the surveyed 16 
industries, by far the highest level of declared logistics expertise found among dairy 17 
enterprises �̅� = 3.79, by far the lowest among enterprises meat �̅� = 3.40 and bakeries 18 
�̅� = 3.45 (see Table 2). 19 

As in the case other variables studied, an increase in strength of the 20 
relationship between the level of advancement used IT solutions, and the claimed 21 
level of knowledge in the field of logistics with the increase of the number of 22 
employees in the company showed since rS = 0.27 for micro to rS = 0.64 for large 23 
enterprises (see Table 3). Among the sectors such dependence was statistically 24 
significant only among enterprises of meat (rS = 0.42) and baking enterprises  25 
(rS = 0.32). On the border of statistical significance, it was also found such 26 
relationships in the dairy industry (rS = 0.39) and cereal and starchy (rS = 0.31). The 27 
average strength of this relationship for all the companies was not too strong and was 28 
rS = 0.32. 29 
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CONCLUSIONS 1 

The results presented in the paper confirm the existence of the productivity 2 
paradox also in relation to the cost of logistics enterprises in the sector of food 3 
processing. A higher level of advancement of used IT solutions and, consequently, 4 
greater investment in implementation of modern technologies and IT systems do not 5 
translate into lower costs for the logistics. In the case of small enterprises on 6 
employment from 10 to 49 employees and in the industries of meat, bakery and other 7 
food products branches, it was quite a positive correlation between higher levels of 8 
advancement of used IT solutions, and the increase in logistics costs. The only 9 
exceptions, but statistically insignificant, was found in large enterprises employing 10 
250 or more employees, and fruit and vegetable and dairy branches. This does not 11 
change the fact that a higher level of advancement used IT solutions results in better 12 
market position of companies in terms of logistics. The results confirm the results of 13 
previous research on the relationship between the advancement of IT technologies 14 
and systems, and the financial situation of enterprises [Jałowiecki and Gostkowski 15 
2013]. 16 

It seems, therefore, that expenditures on modernization of existing and 17 
implementation of new IT solutions in the Polish sector of food production primarily 18 
brings about an immeasurable benefits, such as just a better position in the market. 19 
In addition, it is very likely that the use of modern IT technologies and systems is 20 
primarily the need for a more complex structure of logistics and can also affect the 21 
severity of applied logistics solutions. That does not mean that it must directly 22 
translate into better financial results or lower costs. These benefits are more long-23 
term and their direct impact on the financial results can take place in a much longer 24 
time horizon. Of course, those theses need to be confirmed by empirical studies, 25 
however partial, unpublished results of previous studies conducted by the author, 26 
seem to indicate the validity of just such conclusions. 27 

Given the close relationship between modern IT technologies and logistics 28 
systems, significant implementation costs of both modern IT systems, as well as  29 
e-logistics, results obtained in terms of strength of the relationship between the level 30 
of advancement of used IT solutions and the level of knowledge of logistics prove 31 
two things. Firstly, in smaller enterprises, much lower level of logistic knowledge 32 
seems to be the result of just the lack or limitations on the possibility of access to 33 
modern IT solutions. Second, in smaller enterprises rather traditional, "non-IT" 34 
approach to logistics activities is dominating. On the one hand it may be very large 35 
due to the financial capabilities of the other, in turn, no need for the use of modern, 36 
expensive and complex IT systems and e-logistics. Especially this last point should 37 
be clarified in relation to the sector of food processing in the near future. 38 
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Abstract: Healthcare systems in Europe are constantly undergoing reforms 
which adapt them to social, economic and political requirements. The aim of 
this article is to examine the efficiency of healthcare systems in 30 European 
countries in 2014. The Network Data Envelopment Analysis (NDEA) model 
was used. The efficiency of the countries’ overall health systems and their 
two main components were examined: the public health system and the 
medical care system. The models include variables that are out of control of 
policy makers and the ones that can be controlled by them. The research 
results show that countries which reformed their healthcare systems achieved 
higher efficiency more often. 
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Envelopment Analysis 

JEL classification: C61, H51 

INTRODUCTION 

Ensuring healthcare to citizens is the goal of every government and the 
efficiency of the healthcare system is a recurrent and important topic of discussion 
as regards health policy. According to the Global Health Expenditure of the World 
Health Organization (WHO), health expenditure calculated as a percentage of GDP 
in recent years has increased significantly. Due to demographic changes, it can be 
assumed that this trend will continue in the coming decades. 
Therefore, it is important to assess the efficiency of healthcare systems in different 
countries. The efficiency analysis may indicate a possible reduction of resources or 
an increase in health outcomes at a given level of expenses. For this reason, the 
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comparison of healthcare systems is important for identifying best practices and the 
most effective healthcare systems. 
Global health challenges related to the ageing of the population, the imbalance 
between cost containment while maintaining access to and quality of healthcare, 
shifting from treatment of acute cases to management of chronic diseases that 
burden the resources of medical care more heavily, as well as fragmentation of 
treatment, prompted many European countries to introduce significant changes into 
their healthcare systems in the last decade [Yaya & Danhoundo 2015]. Some 
countries have completed reforms, while others are still implementing them, and 
yet others are on the planning stage. 
The number of healthcare systems in Europe subjected to the long process of 
structural and organizational reforms is growing. Both tax-financed and 
contribution-based systems often change their organizational and institutional 
structures in order to ensure individual and populational public health. They also 
conduct initiatives aimed at encouraging entities operating in other sectors to 
implement health-oriented habits. A significant part of the political objectives 
implemented in the countries surveyed remains unchanged, while the strategies and 
mechanisms by which decision-makers want to achieve these goals undergo 
significant changes. 
The wide-ranging debate on the reform of health systems has been ongoing since 
the end of the 1980s in Western Europe and the early 1990s in Central and Eastern 
Europe [Saltman & Figueras 1998]. 
There is no universal model according to which healthcare system should be 
reformed. Healthcare in each of the European countries is organized differently but 
all of them face similar problems, related to excessive demand for high-quality 
health services and insufficient resources of public health and medical care. 
Despite the diversity of healthcare systems, reforms in most countries have many 
common features. These include: expanding and strengthening primary healthcare, 
expanding environmental care, improving the availability of healthcare, changing 
the models of payment and reimbursement for health services, improving the 
quality of services or increasing the use of information technology in health [Yaya 
& Danhoundo 2015]. 

METHODOLOGY AND VARIABLES 

The authors of many studies have attempted to investigate the efficiency of 
healthcare systems. Most of these studies are based on the traditional DEA (Data 
Envelopment Analysis) method, used to obtain results of the efficiency of 
healthcare systems in the compared countries [Afonso & St Aubyn 2006, Joumard 
et. al. 2010, Mirmirani et al. 2008, Retzlaff-Roberts et al. 2004]. In the traditional 
DEA model, the healthcare system is treated as one division in the calculation of 
efficiency based on a set of inputs and outputs. One of the drawbacks of these 
models is the neglect of intermediate products or linking activities. This makes it 
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difficult to distinguish the efficiency of various elements of the healthcare system. 
According to a panel of experts from high-income countries, healthcare systems are 
based on the interaction of public health and medical care. It is recommended that 
both of these elements — public health and medical care — are examined when 
making comparisons between countries [Woolf & Aron 2013, Ozcan & Khushalani 
2017]. 
The network-DEA approach makes it possible to describe the structure of 
processes in the healthcare systems in an unambiguous way while maintaining the 
advantages of the DEA method. The network-DEA model goes beyond the 
traditional DEA model, enabling the calculation of the efficiency of separate sub-
processes, in addition to the efficiency of the entire healthcare system [Tone & 
Tsutsui 2009]. The DEA method is chosen mainly due to the difficulty of defining 
the production function, which would combine the inputs and outputs of the 
healthcare system through appropriate technology. In addition, the healthcare 
systems have multiple outputs.  
The variables and combinations used in the NDEA model applied in this paper are 
shown in Figure 1. 

Figure 1. Variables in network DEA model 

 
Source: own elaboration 

The inputs related to public health include non-medical determinants of health that 
are beyond the control of healthcare systems. These inputs are related to the wealth 
of the society and lifestyle and contribute significantly to individual health effects 
but their control and regulation is usually performed by the public health 
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departments in each country. The most common variables include legal regulations 
and education aimed at promoting healthy lifestyles, the wealth of the society and 
the reduction of social inequalities. From among many variables, those that meet 
the isotonicity criterion have been selected, i.e. those for which there is 
a significant positive correlation between inputs and outputs. Therefore, annual 
gross domestic product (GDP) in EUR, converted according to the purchasing 
power standard (PPS) per inhabitant, preventive care expenditure (PE) per 
inhibitant in EUR and the percentage of the population declaring consumption of 
fruit and vegetables at least once a day were used as inputs to the public health 
subsystem. These inputs were used in previous studies evaluating the efficiency of 
healthcare systems [Ravangard et al. 2014, Hadad et al. 2013]. 
The inputs to the medical care subsystem represent capital, labour and technology 
and are widely used in assessing efficiency. They include the number of physicians 
(PHYS) and the number or nurses and midwives (N-M) per 100,000 inhabitants, 
and the number of computer tomographs (CT) per 100,000 inhabitants. The 
introduction of the number of computer tomographs variable is a response to the 
introduction of new technologies in treatment and the increasing frequency of 
diagnosing patients on the basis of imaging services. 
These inputs were used, inter alia, in [Hadad et al. 2013, Mirmirani et al. 2008, 
Samut & Cafri 2016] studies. Annual per capita spending on healthcare taking into 
account the purchasing power standard of the currency in EUR (TE) is an 
intermediate variable connecting both subsystems and has been treated as an input 
to the subsystem of medical care and as an output of the public health subsystem. 
It is a variable that is partly beyond the control of decision-makers — it is the result 
of the functioning of the entire healthcare system. Its value should be maximised in 
terms of public health and expenditure on preventive care and maintained at an 
appropriate level (minimised within reasonable limits) in the case of medical care. 
The variables reflecting the outputs from the public health subsystem include life 
expectancy at birth for women (LE-F) and men (LE-M) as variables calculated for 
each of the countries and the percentage of inhabitants self-assessing their health as 
very good and good (S-VG-G) as a variable indicated in the social study. The 
outputs in the subsystem of medical care include reversed variables related to the 
standardised death rate of less than 65 years for women and men (DEAT65-F and 
DEAT65-M) per 100,000 inhabitants, describing the so-called premature death. It 
is believed that the vast majority of diseases before the age of 65 can be cured as 
long as the medical care is working properly. 
All of these outputs were commonly used in calculating the efficiency of healthcare 
systems [de Cos & Moral-Benito 2014]. 
Statistical information from 2014 from the Eurostat and WHO databases was used. 
Healthcare benefits belong to most important services performed in every country 
in the world. In general, ensuring health is effective if the healthcare providers (its 
producers) make the best use of available resources. Expenditure on health is 
a heavy burden for public finance and therefore a careful analysis of the efficiency 
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of spending is required. An ineffective healthcare system would mean that outputs 
(or "performance") could be raised without spending extra money, or that care 
costs could be reduced without affecting the results, provided that greater 
efficiency is ensured. The research results indicate that there are cases in which the 
efficiency of health systems can be significantly improved without increasing 
financial resources [Grigoli 2012]. 
Particularly important is the fact that on average over 70% of spending on 
healthcare in EU countries is financed from public funds. 
Table 1 presents the basic characteristics of the variables used. 

Table 1. Descriptive statistics for all variables used in the Network DEA model 

Statistics GDP PE F&V LE-F LE-M S-VG-G 

Mean 28 476.7 65.2 51.8 82.5 76.7 67.2 
Standard error 12 213.2 37.6 8.9 2.1 3.6 10.2 
Median 24 650 63.2 53.1 83.3 78.3 69.4 

Max 78 600 140.1 66.4 85.3 81.1 82.5 
Min 12 900 6.3 29.2 77.8 67.9 44.9 

Continued 

Statistics PHYS N-M CT DEAT65-M DEAT65-F TE 

Mean 349.9 899.2 2.2 316.2 145.6 2 465.6 

Standard error 61.6 347.4 0.9 150.9 43.3 1 134.3 

Median 336.4 825.4 2.1 259.5 131.6 2 208.4 

Max 504.9 1786.3 3.8 670.2 234.8 4 709.8 

Min 230.7 347.4 0.8 164.8 92.4 809.0 

Source: own computation 

The study covered healthcare systems of 30 European countries - 28 countries of 
the European Union, as well as Norway and Switzerland. 

NETWORK-DEA MODEL 

The healthcare system of each of the compared European countries consists 
of two sub-units — public health and medical care. Both sub-units were assigned 
the same weights, as both processes are equivalent components of the healthcare 
system [Woolf & Aron 2013]. The NDEA modification of inputs-oriented BCC 
model with variable return to scale (VRS) was applied. The input oriented of the 
model is a consequence of the fact that decision-makers cannot influence outputs. 
The size of medical personnel, the amount of equipment or health-promoting 
behaviours can be influenced but it is not possible to directly influence e.g. the 
level of mortality rate. 
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The calculations were made using the MaxDEA for Data Envelopment Analysis 
software provided by Beijing Realworld Software Company Ltd. 
If every country is considered to be one DMU (decision making unit) within which 
a healthcare system operates, in this study we assume that each DMUj (j = 1, 2, 
3,..., n) has m1 input column vector Xi

2
j=(i1=1,2,...m1) and s1 final output column 

vector Yr
1
j=(r1=1,2,..,s1) for the public health sub-process. In the medical care sub-

process there is m2 input column vector Xi
2
j=(i2=1,2,..,m2) and s2 final output 

column vector Yr
2
j=(r2=1,2,..,s2) for each country. There are p intermediate 

products Zpj=(p=1,2,..q) to connect the two sub-processes. 
In order to take the scale effect into account, we introduce Models 1.1-1.3, based 
on the VRS assumption [Chen et al. 2009]. The model has no pre-assigned weights 
for the sub-processes [Guan & Zuo 2012]. 
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where µ1
k and μ2

k are unconstrained in sign. 

The efficiency scores calculated using models (1.1) – (1.3) are more discriminative 
than those independently calculated from the traditional DEA models because 
models contain more constraints. 

THE RESULTS AND THEIR INTERPRETATION 

The results of the calculation of the efficiency of healthcare systems for 30 
European countries are presented in Table 2. The "efficiency" column contains the 
result of efficiency and the countries are arranged according to the decreasing 
efficiency value. 

The full efficiency of the network DEA method calculated for all public health and 
medical care variables was achieved by 3 countries: Cyprus, Greece and 
Luxembourg. All these countries have high life expectancy and low mortality rates 
among people up to the age of 65. Cyprus has a very high share of private spending 
in current spending on health, exceeding 50%, but the share of out of pocket 
spending amounts to only about 8%. However, this is not a decisive factor, as 
Cyprus is the country with the lowest mortality rate of women aged under 65. In 
the case of Greece, apart from good health results, the position in the ranking was 
also influenced by low inputs. Luxembourg has high level of expenditure but also 
high health outcomes. 
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Table 2. Efficiency Scores for the overall health system for the 30 European countries 

Item Country Efficiency Item Country Efficiency 
1. Cyprus 1.0000 16. Italy 0.7735 

2. Greece 1.0000 17. Bulgaria 0.7671 

3. Luxembourg 1.0000 18. Czech Republic 0.7511 

4. Spain 0.9587 19. Germany 0.7356 

5. Ireland 0.9457 20. Denmark 0.7277 

6. Netherlands 0.9378 21. Switzerland 0.7114 

7. United Kingdom 0.9305 22. Norway 0.6975 

8. Portugal 0.9141 23. Poland 0.6759 

9. Slovenia 0.9137 24. Romania 0.6674 

10. Malta 0.8922 25. Austria 0.6635 

11. Croatia 0.8434 26. Slovakia 0.6214 

12. Finland 0.8237 27. Latvia 0.6189 

13. France 0.7874 28. Hungary 0.5954 

14. Sweden 0.7796 29. Estonia 0.5921 

15. Belgium 0.7788 30. Lithuania 0.4900 

Source: own computation 

Table 3 presents the results of the study of the efficiency and ranks of 30 countries 
separately for public health and medical care processes. 

The TE P_H column shows the results of the efficiency of the public health 
subsystem and the TE M_C column the results for the medical care subsystem. In 
2014, the full efficiency of the public health subsystem, equal to 1, was reached by 
5 countries and the full efficiency of the medical subsystem was reached by 
7 countries. In addition to the 3 countries mentioned above, Bulgaria and Romania 
have also achieved full efficiency as far as public health is concerned. The high 
position of these countries is due not to the implementation of profound reforms 
related to prevention and health promotion, but to a very low level of resources. 
Four countries were selected for further analysis: two ranked 4th and 6th, i.e. 
directly behind the fully efficient ones, Romania, which has achieved full public 
health efficiency, and Lithuania, which has achieved the lowest public health 
efficiency among the countries surveyed. 
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Table 3. Efficiency scores and ranks of public health and medical care areas 

Country TE P_H R TE M_C R Country TE P_H R TE M_C R 
Austria 0.6718 26 0.6552 21 Latvia 0.8730 11 0.3648 28 

Belgium 0.5765 30 0.9811 8 Lithuania 0.7345 20 0.2455 30 

Bulgaria 1.0000 1 0.5342 24 Luxembourg 1.0000 4 1.0000 4 

Croatia 0.9595 7 0.7273 19 Malta 0.8511 13 0.9332 9 

Cyprus 1.0000 2 1.0000 1 Netherlands 0.9733 6 0.9022 12 

Czech 
Republic 

0.8358 15 0.6664 20 Norway 0.6309 28 0.7641 18 

Denmark 0.6890 24 0.7664 17 Poland 0.7500 18 0.6019 23 

Estonia 0.6781 25 0.5061 26 Portugal 0.8979 9 0.9303 10 

Finland 0.7401 19 0.9073 11 Romania 1.0000 5 0.3348 29 

France 0.6966 23 0.8781 14 Slovakia 0.7283 22 0.5146 25 

Germany 0.8372 14 0.6339 22 Slovenia 0.8274 16 1.0000 5 

Greece 1.0000 3 1.0000 2 Spain 0.9174 8 1.0000 6 

Hungary 0.7336 21 0.4572 27 Switzerland 0.7669 17 0.7923 16 

Ireland 0.8914 10 1.0000 3 Sweden 0.6249 29 0.7979 15 

Italy 0.6522 27 0.8948 13 
United 
Kingdom 

0.8610 12 1.0000 7 

Source: own computation 

On the basis of the model built, recommendations for inefficient countries will be 
formulated (actual and forecast values are presented in Table 4). 

Table 4. Projection of changes in the inefficient countries 

Country 
Public health Medical care 

GDP PE F&V PHYS N-M CT 

Spain 
data 24 900 43.62 55.65 380.08 514.9 1.75 

proj. 22 844 40.02 51.05 - - - 

Netherland 
data 35 800 140.07 36.15 335 1021 1.33 

proj. 30 518 102.62 35.19 302.23 921.14 0.95 

Romania 
data 15 200 6.28 29.2 269.82 633.36 1.07 

proj. - - - 86.64 212.07 0.36 

Lithuania 
data 20 800 24.63 51.2 430.74 790.90 2.22 

proj. 15 277 6.31 29.35 100.48 194.17 0.54 

Source: own computation 
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To be fully efficient as regards public health, Spain needs to reduce its expenditure, 
e.g. by reducing expenditure on preventive care to 40 EUR per capita, as the model 
shows that currently the part of GDP over 22,844 EUR per capita is not used 
efficiently to improve health outcomes. Moreover, fruit and vegetables could be 
consumed once a day by 51% of the population. 
In the case of the Netherlands, expenditure should be reduced — the current health 
outcomes could also be achieved with: GDP reduced by 5 282 EUR per capita, PE 
reduced by 37.5 EUR per capita, social consumption of fruit and vegetables 
reduced by 1%, the number of doctors reduced by 33, the number of nurses and 
midwives reduced by 100 per 100,000 inhabitants, and the involvement of 
computer tomography reduced by 0.38 units per 100,000 inhabitants. 
Romania, due to the lowest inputs, is achieving full public health efficiency, while 
the same mortality rates could be achieved with a lower expenditure: 183 fewer 
doctors and 421 fewer nurses and midwives per 100,000 inhabitants and 0.71 fewer 
computer tomographs per 100,000 inhabitants. 
Lithuania, on the other hand, has the lowest life expectancy among men and the 
highest mortality rate among men up to the age of 65. Moreover, only 44% of the 
inhabitants assess their health as very good and good. These health outcomes could 
be achieved with much lower inputs — on the other hand, if the current resources 
were maintained, the mortality rates should be significantly reduced, particularly 
among men. Thus, for the outcomes achieved, GDP could be 27% lower, spending 
on preventive care 74% lower, the percentage of the population consuming fruit 
and vegetables 22 percentage points lower, the number of doctors 77% lower, the 
number of nurses 75% lower, and the number of computer tomographs 76% lower. 

SUMMARY AND CONCLUSIONS 

All analysed countries make changes in the functioning of their healthcare 
systems. The implemented reforms are often related to the financing system, which 
was not evaluated in this study. 
The efficiency of the public health system plays an important role in the efficiency 
of the entire healthcare system and improving its effectiveness should be a priority 
for all countries. 
The efficiency of healthcare systems is also affected by the relation of public and 
private out-of-pocket expenses. In countries where the private health insurance 
system is underdeveloped, excessive out-of-pocket expenses may result in 
resignation from the necessary medical services. This results in lower health results 
of the society. 
However, it should be remembered that the inputs and outputs of public health and 
medical care systems are highly complex constructs. The variables selected to 
represent these structures serve only as a proxy to measure them. Although this 
study is based on variables commonly used in the literature, there are many other 
variables that could be selected as elements of the DEA model. The results from 
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the DEA model may vary depending on the variables chosen to represent each 
of the constructs. 
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Abstract: The problem of estimating a proportion of objects with par-
ticular attribute in a finite population is considered. This paper shows
an example of the application of estimation fraction using new propo-
sed sample allocation in a population divided into two strata. Variance
of estimator of the proportion which uses proposed sample allocation is
compared to variance of the standard one. In the paper an application of
sample allocation described in Sieradzki & Zieliński [2017] is presented.

Keywords: survey sampling, sample allocation, stratification, estima-
tion, election poll
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INTRODUCTION

In the last years some of the election polls disappointed in their accuracy -
the recent American Presidential Elections are the perfect example for that. Election
polls are very important not only for the candidates, political party or media, but
they can really make a serious impact on voters’ decisions. Most of the voters use
election polls to take one candidate’s side. Moreover, some of them use election polls
to decide whether even go to the elections or not! To prevent the feeling of guilt and
the common view that the election polls do not mean a thing, it is very important,
that they are the most accurate and precise as they can be and the quality of the
standard way of the election polls are exquisite. Only this way we will be able to use
the election polls as an Academic (scientific) tool.

Consider a problem of the estimation of the support for political parties or
a particular candidate in the elections. We would like to know as accurately as possible

DOI: 10.22630/MIBE.2018.19.1.7
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a real value of unknown support for a particular candidate in the elections. This
magnitude would be known exactly if the society was subjected to exhaustive polling.
In practice the easiest and the standard way is to take a sample of size n, count the
“yes” answers and divide them number by a sample size. Therefore it could be dealt
with sampling error and non-sampling error. The size of sampling error depends on
the population variance and can be controlled by the sample size [Hansen et al. 1953].
Non-sampling error is associated with the non-response problem. We distinguish four
types of non-response: non-coverage, not-at-homes, unable to answer and the “hard
core” [Cochran 1977]. In the next part we are focused on sampling error only.

Consider a population U = {u1, u2, . . . , uN} which contains finite number of
N people. In this population we could observe people (units, objects) which support
for a one political option. So we can call this people as units or objects with a par-
ticular attribute. Let M denote an unknown number of units in population, which
support a particular party in elections. We would like to estimate M , or equivalently,
fraction θ = M

N . Sample of size n is drawn due to simple random sampling without
replacement scheme. In the sample number of objects which support a particular
party in elections is observed. To estimate θ we count people in sample which support
particular party and divide by size of sample. The number with certain attribute in
the sample is a random variable. To be formal, let ξ be random variable describing
number of units having a certain characteristic in the sample. The random variable
ξ has hypergeometric distribution [Zieliński 2010] and its statistical model is

({0, 1, . . . , n} , {H (N, θN, n) , θ ∈ ⟨0, 1⟩}) ,

with probability distribution function

Pθ,N,n {ξ = x} =

(
θN
x

)(
(1−θ)N
n−x

)(
N
n

) ,

for integer x from interval ⟨max{0, n− (1− θ)N},min{n, θN}⟩. Unbiased estimator
with minimal variance of the parameter θ is θ̂c = ξ

n [Bracha 1998, Cochran 1977,
Steczkowski 1995, Wywiał 2010]. It is the standard way to estimate unknown value
of θ. Variance of that estimator equals

D2
θ θ̂c =

1

n2
D2

θξ =
θ(1− θ)

n

N − n

N − 1
for all θ.

It is easy to check that variance D2
θ θ̂c takes on its maximal value at θ = 1

2 .

STRATIFICATION

The sample is drawn due to simple random sampling without replacement
scheme, so when the support for a party is strongly variable and depends on region,
gender of voters etc, it is possible that a part of population would be represented
too often, while another part too rarely: the sample may contain only people which
support the party or only people which do not support the party. To avoid this, let’s
divide our population into two disjoint strata U1 and U2, U = U1 ∪ U2 of N1 and
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N2 units, respectively. For example, support in elections may depend on a gender or
on dominant political option at the time. In each strata proportions of distinguished
objects are θ1 and θ2, respectively. We are still interested in estimation the overall
proportion θ, not θ1 and θ2. The question is, does the information of this division of
the population into two strata improve estimation of the unknown proportion θ? We
could answer the question, if we consider stratified estimator of the proportion θ.

Let contribution of the first strata be w1, i.e w1 = N1/N . Hence, the overall
proportion θ equals

θ = w1θ1 + w2θ2,

where w2 = 1− w1. Let n1 and n2 denote sample sizes from the first and the second
strata, respectively. The whole sample size equals n = n1 + n2. Now we have two
random variables describing number of units with property in samples drawn from
each strata:

ξ1 ∼ H (N1, θ1N1, n1) , ξ2 ∼ H (N2, θ2N2, n2) .

Values θ1, θ2 and θ are unknown. Since θ ∈ ⟨0, 1⟩, hence

θ1 ∈
⟨
max

{
0,

θ − w2

w1

}
,min

{
1,

θ

w1

}⟩
[Zieliński 2016]. Note that θ1 is a rationale of type M1/N1.

Denote left end of the above interval by aθ and its right end by bθ, i.e.

aθ = max

{
0,

θ − w2

w1

}
, bθ = min

{
1,

θ

w1

}
and let Lθ = bθ − aθ + 1. Consider the estimator

θ̂w = w1
ξ1
n1

+ w2
ξ2
n2

.

The estimator θ̂w is unbiased estimator of unknown parameter θ [Sieradzki &
Zieliński 2017]. Hence it is necessary to compare variances of estimators θ̂w and θ̂c.
The estimator with smaller variance would be more efficient. For given θ there are
many θ1 and θ2 such that θ = w1θ1 + w2θ2. We are not interested in estimating
θ1 and θ2, hence we apply averaging with respect to θ1 (parameter θ1 is considered
as a nuisance one). In such approach variance of estimator θ̂w equals:

D2
θ θ̂w =D2

θ

(
w1

ξ1
n1

+ w2
ξ2
n2

)
=

1

Lθ

bθ∑
θ1=aθ

((
w1

n1

)2

D2
θ1ξ1 +

(
w2

n2

)2

D2
θ−w1θ1

w2

ξ2

)

=
1

Lθ

bθ∑
θ1=aθ

[
w2

1

n1
θ1(1− θ1)

N1 − n1

N1 − 1
+

+
w2

2

n2

θ − w1θ1
w2

(
1− θ − w1θ1

w2

)
N2 − n2

N2 − 1

]
.
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Let f = n1

n denote the contribution of first strata in the sample. For 0 < θ < w1

variance of θ̂w equals (aθ = 0 and bθ = θ
w1
):

h(f)

−6(N1 − 1)(N2 − 1)Nf(1− f)n
θ

+
(N2−1)N1−(N(n+1)−2(N1+n))f+(N−2)nf2

3(N1 − 1)(N2 − 1)f(1− f)n
θ2,

(∗)

where

h(f) = N1(N2 − 3N1(N2 − 1)− 1)

+
(
3N2

1 (N2 − 1)+3N2
2 +2n+N1

(
6N2n− 3N2

2 − 4n+1
)
−N2(4n+1)

)
f

+2 (N1(2− 3N2) + 2N2 − 1)nf2.

For w1 ≤ θ ≤ 1− w1 variance of θ̂w equals (aθ = 0 and bθ = 1):

(N2 − (1− f)n)

(N2 − 1)(1− f)n
θ(1− θ)+

−
N1

(
2(N+1)f2+(3NN2+N2−N1−2n(N+1))f−N1(N2−1)

)
6N2(N2 − 1)nf(1− f)

.

To obtain explicit formula for variance of θ̂w for 1−w1 < θ < 1 it is enough to replace
θ by 1− θ in (∗).

Detailed analysis of variance of estimator θ̂w could be found in Sieradzki &
Zieliński [2017]. We would like to find “the worst” situation, i.e. the value of θ for
which variance D2

θ θ̂w takes on its maximal value and then find optimal f which
minimizes this maximal variance. General formula for the optimal f is unobtainable,
because of complexity of symbolic computation. Nevertheless numerical solution is
easy to obtain. In the next section we will considered an example of application.

EXAMPLE

Suppose we want to estimate support for a political party (it will be referred
to as a party “A”) in Poland. In Poland there is more than 30000000 people who
may vote (due to official statistics, in 2011 there were N = 30762931 voters1). The
standard way of estimation is to take a sample of size n = 1000 due to the scheme
of simple sampling without replacement. Let ξ denote the number of “yes, I will vote
on party A” answers. The standard estimator of the support is ξ

n .

In 2011 the party “A” won in 27 out of 41 regions. In those regions there
were 20222414 people who may vote, while in the rest of regions there were 10540517
voters. To improve estimation of the support for party “A” we divide Poland into two
strata: the first one of the weight w1 = 10540517/30762931 = 0.342636955 and the
second one of the weight w2 = 20222414/30762931 = 0.657363045. The optimal f for

1 http://wybory2011.pkw.gov.pl/wyn/pl/000000.html#tabs-1
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Table 1. Possible results for ξ = 200, v̂c(200) = 0.0001599948

ξ1 ξ2 variance reduction
25 175 0.000109763 5.23%
50 150 0.000158481 0.94%
75 125 0.000159807 0.11%

100 100 0.000155599 2.74%
125 75 0.000145855 8.83%
150 50 0.000130577 18.38%
175 25 0.000109763 31.39%

Source: own calculations

Table 2. Possible results for ξ = 300, v̂c(300) = 0.0002099932

ξ1 ξ2 variance reduction
25 275 0.000183173 12.77%
50 250 0.000197636 5.88%
75 225 0.000206565 1.63%

100 200 0.000209959 0.01%
125 175 0.000207817 1.03%
150 150 0.000200141 4.69%
175 125 0.000186929 10.98%
200 100 0.000168183 19.91%
225 75 0.000143901 31.47%
250 50 0.000114085 45.67%
275 25 0.000078733 62.50%

Source: own calculations

this numerical case could be find. Finding the optimal f is equivalent to finding the
optimal division (n1, n2) of the sample. After some calculations (in a mathematical
software, for example Mathematica) we obtain optimal f = 0.343, hence n1 = 343
and n2 = 657.

Suppose that in the whole sample 200 “yes” answers were obtained. The point
estimate of the support equals θ̂c = 0.2 and its variance may be estimated as v̂c(200) =
0.000159995. If in the sample of size n1 from the first stratum there were 25 “yes”
answers and in the sample of the size n2 from the second stratum there were 175
“yes” answers, then the point estimate of the support is θ̂w = 0.2 and its variance
may be estimated as v̂w(25, 175) = 0.000109763. Note that the stratified estimator
has smaller variance than the one based on the non stratified sample. The relative
reduction of variance equals

reduction =

(
1− v̂w(25, 175)

v̂c(200)

)
· 100% = 5.23%.

Table 1 shows other possible results of the pool, assuming that the overall “yes”
answers equal to 200.

In the first and in the second column possible results of the pool are given.
Values of estimated variances are given in the third column. The last column shows
the relative reduction of variance, i.e. of how many percent estimator θ̂w is better than
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Table 3. Possible results for ξ = 400, v̂c(400) = 0.0002399922

ξ1 ξ2 variance reduction
25 375 0.0001842856 23.21%
50 350 0.0002063514 14.01%
75 325 0.0002228821 7.12%

100 300 0.0002338778 2.54%
125 275 0.0002393385 0.27%
150 250 0.0002392641 0.30%
175 225 0.0002336546 2.64%
200 200 0.0002225102 7.28%
225 175 0.0002058306 14.23%
250 150 0.0001836161 23.49%
275 125 0.0001558665 35.05%

Source: own calculations

estimator θ̂c. In Tables 2 and 3 there are given possible results assuming, that the
overall positive answers is 300 and 400 respectively. It is seen, that whatever results
of pool are in strata the stratified estimator is better than the standard one.

CONCLUSIONS

In the paper an example of application of estimation of unknown fraction in
population divided into two strata was presented. Estimators θ̂c and θ̂w were compared
with respect to their variances. In that example for optimal allocation between strata
it was shown that variance of stratified estimator is always smaller than variance of
classical estimator. Hence in practice, it is recommended to use the information of
the division of the population into two strata, because quality of stratified estimator
is better than the quality of the classical one.
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Abstract: The sensitivity of statistical results to the choice of a particular 
zoning system is known as the Modifiable Areal Unit Problem. Level 
of aggregation is a significant factor determining results. Moving from point 
data to areal data, one should take into account aggregation and existence 
of spatial autocorrelation in the data. Though usually Voronoi tessellation is 
used in different study fields, this paper suggests it can be an alternative 
aggregation method to connect point and areal data in economics. Paper 
shows the possibility to calculate spatial average from point data and vice 
versa.  
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INTRODUCTION 

The sensitivity of statistical results to the choice of a particular zoning 
system is known as the Modifiable Areal Unit Problem (MAUP) [Briant et al. 
2010]. Because of the MAUP, level of aggregation is a significant factor 
determining results [Pietrzak and Ziemkiewicz 2016], as it cuts spatial information 
and introduces errors [Jeffery et al. 2014]. Though spatial data are available either 
in point form (with geographical coordinates) or aggregated by administrative 
region (e.g. zip code) [Jeffery et al. 2014], aggregated data are more often used by 
researchers due to computational constraints [Stępniak and Jacobs-Crisioni, 2017]. 
To mitigate the MAUP, some advocate the use of methods that do not depend on 
spatial aggregation [Kwan 1998, Kwan and Weber 2008, Tobler 1989], but these 
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methods typically require substantial additional data, which are often unavailable 
[Stępniak and Jacobs-Crisioni 2017]. 

Aggregation and delimitation of space are not so obvious and fully 
understandable research issues. Talking about aggregation, one can apply different 
aggregation methods: based on fuzzy logics and networks [Lee W. C. 1995, Lee H. 
S. 1999, Liu P. 2011, Sharifzadeh and Shahabi 2004], preferences [Wang et al. 
2005], ranks [Liu Y. T. et al. 2007, Kolde et al. 2012], constraints [Poon and 
Martins 2007] or weighting schemes (ordered [Xu 2008], dynamic [Jin et al. 2001], 
adaptive [Jagyasi et al. 2007, Hamada et al. 2010]). Spatial delimitation is usually 
described in researches connected with urbanism [Duque et al. 2012], resources 
management [Centeno 1997, Douvere et al. 2007], land-use [Xavier et al. 2018], 
tourism [Aubert et al. 2010, Bel et al. 2015], linguistics [Gvozdanović 1992], 
biology [Sabesan et al. 2008]. Both aggregation and delimitation are useful for 
spatial studies, however, are not widely applied in economics, especially in firm 
location studies. 

Firms’ locations are usually represented by a single point, and one can 
observe that they are correlated, i.e. dependent on each other. Tobler’s first law of 
geography says: “everything is related to everything else, but nearby things are 
more related than distant things” [Tobler 1979]. This fact implies spatial 
autocorrelation for the observations in a geographic space. It means that there is a 
relation between values monitored at the neighboring locations [Sharifzadeh and 
Shahabi 2004].  

Movement from point data to areal data should take into account also 
aggregation method. Point data cannot be treated as simple regional data 
aggregation - aggregation hides the variance of point data and ’cuts-off’ the spatial 
information1. Most empirical work in economic geography relies on scattered geo-
coded data that are aggregated into discrete spatial units, such as cities or regions. 
However, the aggregation of spatial dots into boxes of different size and shape is 
not benign regarding statistical inference [Briant et al. 2010]. 

Point measures are usually obtained from continuous surface, that’s why one 
need to estimate the whole surface in order to get them. Aggregation from points to 
regions is needed, when value of some regional index has to be calculated. When 
spatial units do not have the same shape, averaging is less sensitive to changes in 
size than summation [Briant et al. 2010]. It can nonetheless be argued that 
administrative boundaries do not capture the essence of economic phenomena that 
often spill over boundaries [Briant et al. 2010].  

Term ‘spatial average’ firstly appeared in the work of Weaver2. Later, the 
spatial averaging theorem was presented independently in 1967 by Anderson and 

                                                 
1  Regional aggregates do not reflect spatial location, spatial distributions etc. 
2  Weaver J. C. (1956). The county as a spatial average in agricultural geography. 

Geographical Review, 46(4), 536-565. 
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Jackson [Anderson and Jackson, 1967], Slattery [Slattery 1976]  and Whitaker 
[Whitaker, 1976] [all authors were mentioned in Hower, Whitaker 1985]. Problem 
of spatial average was widely discussed (among others) by Goodchild [Goodchild 
1979]3 and Hower and Whitaker [Hower and Whitaker 1985]4. It became a popular 
tool in geography (especially hydrology5) and sensor network[Sharifzadeh and 
Shahabi 2004] studies. In both cases, area of Voronoi tessellation cell was used as 
weighting coefficient and it was proved that this approach performs better than 
arythmetical mean and captures stochasticity of data.  

To obtain more precise results, it is better to used weighting coefficients 
showing relative area of smaller administrative unit to bigger one (which includes 
that smaller unit). But taking into account fact, that even in the smallest 
administrative unit there could be more than one firm, calculation of some 
aggregated index could be biased. As Voronoi tessellation covers all the plane 
without no overlaps and no gaps, and there is only one point in each Voronoi cell, 
it can be considered as a division of space, which captures relation between values 
observed in the neighbourhood6. Despite the fact that usually Voronoi tessellation 
is used in cellular biology, image compression or resources distribution studies, it 
can be an alternative method which connects point data and areal data in 
economics.  

Current research suggests, that in order to obtain proper results, area of 
Voronoi cell is divided by the sum of all Voronoi cells in the certain region7. Such 
weighting coefficient can be used when calculating spatial average from point data 
or vice versa – having spatial average, it is possible to set separate values for 
points, using weighting coefficient. Using firm location data from Slaskie 
voivodeship, two abovementioned cases are described. Method will be used for 
calculating economic indexes determining firm location. All calculations are made 
using R software8 using randomly generated values9. 

                                                 
3  Goodchild M. F. (1979). The aggregation problem in location‐allocation. Geographical 

Analysis, 11(3), 240-255. 
4  Howes F. A. & Whitaker S. (1985). The spatial averaging theorem revisited. Chemical 

engineering science, 40(8), 1387-1392. 
5  Precipitation spatial average. On-line access: 

https://earth.boisestate.edu/drycreek/education/hypsometric/  
6  As it comes from Voronoi tessellation properties, each cell contains exactly one point and 

every other location in a given cell is closer to its corresponding point than to any other 
point (Sharifzadeh and Shahabi, 2004). 

7  Dirichlet tessellation is computed exactly by the Lee-Schachter algorithm. When 
switching from bigger unit to smaller (for example, from voivodeship to powiat), area of 
tessellation cell is calculated with respect to the bigger unit and not to smaller one, so it 
makes sense to use a proportion. 

8  Except from standard packages for spatial data and task view “Spatial”, packages deldir, 
spatstat, qlcVisualize were used to calculation and visualization. 
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TESSELLATIONS 

Tessellations were known for people since ancient times. The term comes 
from Latin ‘tessella’ – small square, (or Greek ‘τέσσερα’ - four) and means small 
cubical piece of clay, stone or glass used to make mosaics. But nowadays some 
new forms (such as Penrose tiling) are widely used [Boots et al. 1999].  

One can define tessellation of d10-dimensional Euclidean space, ℜୢ, either as 
subdivision into d-dimensional, non-overlapping regions or a set of d-dimensional 
regions which cover space without overlaps and gaps. Formal definition of a 
tessellation is the following.  

Let S be a closed subset of ℜୢ, ℑ =  {sଵ, … , s୬}, where s୧ is the closed subset 
of S and s୧

ᇱ is the interior of s୧. If the elements of ℑ satisfy 

ቊ
s୧

ᇱ ∩ s୨
ᇱ =  ∅, for i ≠ j

⋃ s୧
୬
୧ୀଵ = S                 

 ,    (1) 

then the set ℑ is called a tessellation of S. First property means that the interiors of 
the elements of ℑ are disjoint, and second property means that collectively 
elements of ℑ fill the space [Boots et al. 1999]. In more simple way of explanation, 
spatial tessellation is a set of regions that are collectively exhaustive and mutually 
exclusive except for the boundaries. 

Planar tessellations are composed of three elements of d (d ≤ 2) dimensions: 
cells (2-d), edges (1-d), and vertices (0-d). In GIS these elements are usually 
referred to as polygons, lines (or arcs), and points respectively. All tessellations 
should be divided in three groups: uniform (or Archimedean) (consist of regular 
polygons11, which are not isohedral12), regular (the three uniform tessellations 
which are also isohedral (i.e. those consisting of regular triangles, squares, or 
hexagons)) and irregular (normal13 tessellations consisting of only convex cells) 
[Boots et al. 1999]. The very best example of irregular tessellation is Voronoi 
tessellation14. 

Generic definition of the Voronoi diagram is the following. Let S denote a 
set of n points (called sites) in the plane. Since the regions are coming from 

                                                                                                                            
9  There was no possibility to obtain any real numeric data except number of employees. 

However, distribution of employees was discrete with value 5 in around 80% of 
observations. 

10  When d=2, tessellation is called a planar tessellation. 
11  A regular polygon is one with equal side length and equal internal angles. 
12  If ri denotes the number of edges meeting at the ith corner of a cell in a monohedral 

tessellation, an isohedral tessellation is one in which the ordered sequence of values of ri 

is the same for every cell. 
13  A d-dimensional tessellation in which every s-dimensional element lies in the boundaries 

of (d–s+1) cells (0s d–1). 
14  The same as Voronoi diagram, Voronoi decomposition,Voronoi partition, Dirichlet 

tessellation, Thiessen polygons. 
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intersecting n – 1 half planes, they are convex polygons. Thus, the boundary of a 
region consists of at most n – 1 edges (maximal open straight-line segments) and 
vertices (their endpoints). Each point on an edge is equidistant from exactly two 
sites, and each vertex is equidistant from at least three. As a consequence, the 
regions are edge to edge and vertex to vertex, that is to say, they form a polygonal 
partition of the plane. This partition is called the Voronoi diagram, V(S), of the 
finite point-set S (Figure 1) [Aurenhammer 1991]. 

Figure 1. Voronoi diagram for eight sites in the plane 

 
Source: Aurenhammer F. (1991) Voronoi Diagrams – A Survey of a Fundamental 
Geometric Data Structure 

Current study bases on Voronoi tessellation, because it allows to cover all 
plane instead of regular tessellation. Thiessen polygons have wide usage: in natural 
sciences (cellular biology [Bock et al. 2009, Saribudak et al. 2016], hydrodynamics 
[Springel 2010], physics [Kasim 2017]), medicine [Sanchez-Gutierrez et al. 2016], 
image compression [Du et al. 2006], resource distribution studies [Liu et al. 2009]. 
In geographical analysis, it may represent administrative units, census tracts, postal 
zones, or electoral and school districts [Sadahiro 2010]. In this study Voronoi 
tessellation is suggested to be an instrument measuring different economic indexes. 

DATASET AND PRELIMINARY STAGE OF PROPOSED APPROACH 

Usually spatial data are presented as areal (one value for administrative unit) 
or point data (in case of firms, for example). Using weighting coefficients, one can 
split value of areal index between each single point or vice versa – calculate spatial 
average using data from each single one. 

To conduct the study data from Slaskie voivodeship15 were used. Data 
present 504917 firms, with information about their location (address, geographical 
                                                 
15 NUTS2 unit. 
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coordinates, administrative unit), economic sector, number of employees. 
However, for the purpose of study we generate normally distributed data16. 

In case of Poland, sometimes data are presented on powiat17 level. But when 
plotting tessellation and powiat structure together, one can observe difficulty in 
understanding which tessellation cell belongs to which powiat – administrative 
boundaries do not capture the essence of economic phenomena that often spill over 
boundaries [Briant et al. 2010]. Moreover, administrative units have a tendency to 
change their boundaries (in contrast to tessellation cells for the same sample). 
Figure 2 presents randomly selected 100 firms18 from Slaskie voivodeship (square 
dots), with Voronoi tessellation based on that point (thin lines) and powiats (thick 
lines). 

Figure 2. Tessellation and powiat structure of Slaskie voivodeship, plotted together 

 
Source: own calculations 

Proposed approach is the following. We first choose random sample of 1000 
points. After it, we do a tessellation (Figure 3) in order to obtain Voronoi cell 
area19, which will be used in further calculations. 

                                                 
16 Data were generated using normal distribution with mean=50 and standard deviation=15 
17  Smaller unit of voivodeship; there are 380 powiats in Poland. 
18  100 firms from abovementioned dataset; hereafter ‘points’. 
19  Also known as Dirichet weight or Dirichlet area; in R ‘dirichletWeights()’and 

tile.areas()’ give the same results. 
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Figure 3. Tessellation of randomly chosen 1000 points 

 
Source: own calculations 

As it was stated in the introduction, this study presents two different methods 
of aggregation – calculating spatial average from point data and calculating point 
values having spatial average. Detailed description is in section below. 

PROPOSED APPROACH 

Proposed approach is described on the Slaskie voivodeship in Poland. Using 
this method, it is possible to make calculations for administrative units of different 
size and shape. Two different aspects of the proposed method are described below. 

Calculating spatial average from point data 

R software allows user to create a point pattern inside specified window and 
set values to each point20. Figure 4 shows initial state for this part of approach – 
point pattern with single value for each single point, where bigger circle size means 
bigger value in a certain point. 

                                                 
20  Known in R as ‘marks’. It is possible to create multiple marks, however, in this study for 

simplicity only one mark dimension was used. 
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Figure 4.  Point pattern for calculating spatial average from point data (first aspect 
of approach) – initial state 

 
Source: own calculations 

The next step is very easy – using weighting coefficient (calculated as area 
of certain Voronoi cell over sum of all Voronoi cells’ areas), we can calculate 
spatial average as a sumproduct of weights and values (code in R is given below): 
 

d_weights <- dirichletWeights(X.rand, exact=TRUE) #X.rand – is a point 
pattern for which we calculate Voronoi cells areas  

suma <- 0 # initial value of spatial average 
for (i in 1:length(X.rand$marks)){ 
  suma[i] <- X.rand$marks[i]*(d_weights[i]/sum(d_weights)) 
} #sumproduct of value and weighting coefficient 
sum(suma) # summing up all sumproducts 
 
After one iteration on 1000 randomly chosen points, spatial average (52.35) 

is bigger than arithmetic mean (50.76). However, arithmetic mean doesn’t take into 
account spatial nature of data. Also, it  produces more ‘flat’ value, especially in 
samples with huge outliers. 

After simulation of 500 iterations (sampling 1000 points in each, and then 
calculating arithmetic mean and spatial average) we clearly see that in all cases 
spatial average exceeds arithmetical mean (see figure 5). Comparison of obtained 
values shows, that arithmetical mean is ‘flatter’, it doesn’t characterize the real 
situation and doesn’t take into account spatial nature of data. 
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Figure 5. Simulation results: comparison of aggregated index and simple mean 

 
Source: own calculations 

Let’s show on the simple example why location matters. Consider a sample 
of 10 points, for which we calculate both arithmetic and spatial average. On the 
next step, we change location of one of the points to a different random (only 
location, so value of parameter in an old point is set to the new point), and it can be 
observed, that location matters, so spatial average changed, but arithmetic didn’t. 
Figure 6a shows the values of both indexes in the first step, 6b – values of them 
after changing location of 1 point21. 

Figure 6. Comparison of measures in case when location of one data point is different 

  
Spatial average = 54,989 
Arithmetic average = 52,4336 

Spatial average = 46,13369 
Arithmetic average = 52,4336 

(a) (b) 

Source: own calculations 

                                                 
21 For the purpose of experiment, only location and then tessellation is shown. Plotting 

points’ value results in a mess on the graph. 
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As it is possible to calculate spatial average for big unit (as voivodeship), it 
is possible to do the same for smaller units (for example, powiats).  

Calculating point values having areal index 

This subsection describes how to calculate values for point data having 
spatial average. We still consider the same point pattern, however, without marks. 
Assume that there is some spatial average given. Having Voronoi cells areas, in the 
loop we set the new values for each point (code in R is given below): 

marks(X.rand) <- 0 # setting values to zero 
some_index <- 95 # assumed value of spatial average 
new_marks <- matrix(0,1000,1) 
d_weights <- dirichletWeights(X.rand, exact=TRUE) 
for (i in 1:length(X.rand$marks)){ 
  new_marks[i] <- (d_weights[i]/sum(d_weights))*some_index 
} # setting new values to the same points 
marks(X.rand) <- new_marks 

Arithmetical mean approach in this case resulted in value of 0.095 for each 
single point, which doesn’t reflect spatial features of sample – points’ location and 
neighbourhood structure, in contrary to spatial average approach. Figure 7 shows 
the result of above described procedure. 

Figure 7. Point pattern for calculating point values from spatial average (second aspect 
of approach) – results 

 
Source: own calculations 
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As it is possible to calculate point values from spatial average for one big 
unit, it is possible to do the same for other big unit as well, as for small ones. 

CONCLUSIONS 

This paper studies Voronoi tessellation from a different perspective – as an 
alternative aggregation method which can connect point data and areal data. It is 
shown that having Voronoi cell area, it is possible to calculate a weighting 
coefficient (as ratio of one Voronoi cell area to sum of all areas) and use it for 
computing spatial average from point data or vice versa. 

Study results show, that proposed method performs better in terms of 
capturing spatial features of the data. Arithmetic mean flats the value of sample 
average, however spatial approach allows to set proper values for points, taking 
into account their location. 

The results of the study will be helpful in economic studies for calculating 
different economic indexes. Furthermore, proposed approach could be useful in 
firm location studies – having some local economic index as a feature of region, it 
could be splitted between firms and used as an explanatory feature. 
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Abstract: The main purpose of the study is to verify the hypothesis on the 
occurrence of a long-term relationship between the average prices of 1m2 
UFA (i.e. Usable Floor Area) and the construction costs of residential real 
estate per 1m2 for selected 5 cities of Eastern Poland (Białystok, Kielce, 
Lublin, Olsztyn & Rzeszów). The panel model for cointegrated variables and 
panel cointegration tests are the tools of the analysis. On the basis of the 
econometric model constructed, the long-term elasticity coefficient, which 
shows how average prices of flats change (i.e. the price of 1m2 UFA) in 
selected cities of Eastern Poland as a result of changes in their production 
costs, was estimated. 

Keywords: Panel cointegration, housing prices, cost of housing construction, 
long-term relationship, Eastern Poland 
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INTRODUCTION 

According to the “Social and economic development strategy for Eastern 
Poland until 2020” adopted by the Council of Ministers on 30 December 2008, 
Eastern Poland covers the following voivodeships: Lubelskie, Podlaskie, 
Podkarpackie, Świętokrzyskie and Warmińsko-Mazurskie. The criterion for 
defining the macroregion is related not only to its geographical location, but also to 
the economic situation. The above-listed voivodeships in 2005 had the lowest GDP 
per capita in the extended European Union and for this reason they were covered 
by the special aid from the European Union Funds (“Development of Eastern 
Poland 2007-2013” programme). Thus, the whole region of Eastern Poland is the 
area that has common economic features, although particular voivodeships have 
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their distinctive features. The aim of this article is to examine the hypothesis on the 
impact of the construction costs on pricing of residential real estate in the area with 
a relatively low indicator of economic growth per inhabitant. The reports of the 
National Bank of Poland [2016] show that there is a significant difference between 
the construction costs and prices of residential real estate for the largest cities in 
Poland. This study is an attempt to narrow down the analysed area only to 5 
selected cities particularly relevant to the areas which were provided with the  
special support of the European Union funds. General conclusions of the study will 
be drawn not only on the basis of quantitative data, but also on the basis of the 
econometric model for panel data. 

The literature review in the area of quantitative research on the real estate 
market leads to the conclusion that modeling in this case is not an easy task. This is 
mainly due to irregular economy cycles and the huge scale of the impact of local or 
qualitative factors. Reports on the housing market are regularly published by the 
National Bank of Poland [Łaszek 2016]. Usually econometric analyzes of long-
term relationships may be found for banking, finance and macroeconomy 
[Majsterek 2014, Syczewska 1999]. On the other hand the long-term econometric 
analyzes are quite rare in the housing market [Zbyrowski 2017]. Incidentally in the 
area of operational applications, the regression models or core regression 
algorithms may be found for the initial or approximate valuation of residential real 
estate [Harney 2007]. In this context, the study of the cointegration relationship for 
panel data should be considered a completely new approach to analyze the real 
estate market.  

The article contains the characteristics of the numerical data used and the 
analysis of data panel stationarity. Then a panel cointegration test was carried out 
and a long-term relationship model was built. Then the study contains conclusions 
regarding the long-term connections of prices with construction costs on the 
residential real estate market. Conclusions were formulated on the basis of the 
estimated panel cointegration model. 

FIGURES USED IN THE STUDY 

 The empirical study was carried out on the basis of information made 
available by the National Bank of Poland (NBP) and the company Sekocenbud. 
Time series represent average transaction prices on the primary market of flats and 
construction costs of 1 square metre of UFA (i.e. Usable Floor Area). The 
abovementioned costs consist of the costs of building materials, work and the 
involvement of equipment for a building considered typical when estimating costs 
of the project. Time series cover the period from 3rd quarter 2006 to 2nd quarter 
2016 for five selected cities of Eastern Poland (i.e. Białystok, Kielce, Lublin, 
Olsztyn and Rzeszów). 
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Figure 1. Construction costs of 1m2 UFA for 5 selected cities of Eastern Poland 

 

Source: own study on the basis of the NBP data and Sekocenbud report 

On the basis of Figure 1 it can be observed that the 1m2 UFA construction 
costs had a similar course in the analysed period for all five cities in Eastern 
Poland. In the first years of the sample, the costs of construction grew dynamically, 
especially in 2007 and 2008. After 2008, the production cost of 1m2 UFA was over 
PLN 2,000, excluding expenses related to the purchase of a plot, paying taxes, 
preparing designs, land development, making connections and other expenses 
related to management and marketing. The construction cost covered in the study 
mainly includes the costs of building materials, equipment and work. The purchase 
of a plot by a developer actually increases costs by several hundred to over one 
thousand zlotys per 1 square metre. Thus, the land value is an important additional 
component of the price of each flat. However, development companies invest in 
land for development even several years before the construction starts, and the 
price of the plot depends, of course, on the specifics of the investment and location. 
In particularly attractive locations the prices of plots are extremely high, but in this 
case it is to be expected that the price per 1m2 UFA will be at least commensurate. 

A graph of empirical data over time suggests that the lowest construction 
costs are in Kielce. In other analysed cities the 1m2 UFA production costs are very 
similar (Figure 1). 
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Figure 2. Prices of 1m2 UFA for 5 selected cities of Eastern Poland 

 
Source: own study on the basis of the NBP data and Sekocenbud report 

Prices of 1m2 UFA during the first few years of the analysed period grew 
rapidly, as did their production costs (Figures 1 and 2). In the short term, 
significant price fluctuations are visible, and in fact only Rzeszów had slightly 
lower prices in the period from the beginning of 2008 to the end of 2012. From the 
beginning of 2013, the average prices per 1m2 UFA for all examined cities 
fluctuated from PLN 4,500 to around PLN 5,000. Since the beginning of 2011, 
Lublin is the only city that had slightly more expensive flats per square metre 
(Figure 2).  

Testing the stationarity of data-generating processes: 

Levin and Lin developed a whole group of panel stationary tests based on 
the Dickey-Fuller test [Dickey & Fuller 1979]. Panel data-generating process can 
be written in the following form [Strzała 2008]: 
 𝑦௜௧ =∝௜+ 𝛿௜𝑡 + 𝜑௜𝑦௜,௧ିଵ + 𝜃௧ + 𝜀௜௧ ,    𝑖 = 1, 2, … , 𝑁;   𝑡 = 1, 2, … , 𝑇 (1) 

where: 𝜀௜௧~i. i. d. (0, 𝜎ఌ
ଶ)  (2) 

The model of form (1) and (2) contains varied individual effects (∝௜), 
differentiated linear trend (𝛿௜), heterogeneous autoregressive parameter  (𝜑௜), and 
time effects (𝜃௧). The study of stationarity is related to the hypotheses concerning 
parameter (𝜑௜). Hypotheses of the stationarity test for panel data are generally 
written as follows [Levin & Lin 1992]: 
 𝐻଴:    (𝜑௜ − 1) = 𝜌௜ = 0; 𝑦௜௧~𝐼(1)  (3) 
 𝐻஺:    (𝜑௜ − 1) = 𝜌௜ < 0; 𝑦௜௧~𝐼(0)  (4) 
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Both variables subject to modeling in the further part of the article are 
integrated of order two. The non-stationarity of the series on the levels and the 
stationarity of their first differences are confirmed by the test results in Tables 1 to 
4. Panel stationarity tests were performed for logarised data. 

Table 1. Stationarity test of quarterly natural logarithm series of 1m2 UFA transaction prices 

Variable: ln (Price 1m2 UFA) 

Testing method Test statistic p-value 
number of cross-

sectional units 
number 

of observations 
Levin, Lin & Chu t 1.798 0.964 5 182 

Null hypothesis: Widespread occurrence of the unit root (for panel data) 
 

Testing method Test statistic p-value 
number of cross-

sectional units 
number 

of observations 
ADF - Fisher Chi2 1.472 0.999 5 182 
PP - Fisher Chi2 0.611 1.000 5 195 
Null hypothesis: Occurrence of the unit root for individual processes 

Source: own study in the Eviews programme 

Testing of logarised time series of 1m2 UFA transaction prices results in obtaining 
relatively low test values of the Levin, Lin & Chu and ADF (Augmented Dickey-
Fuller) and PP (Phillips Perron) tests. All tests carried out verify the null hypothesis 
predicting the occurrence of a unit root in the data-generating process (Table 1). 

Table 2.  Stationarity test of quarterly increments of natural logarithm series of 1m2 UFA 
transaction prices 

Variable: D [ln (Price 1m2 UFA)] 

Testing method Test statistic p-value 
number of cross-

sectional units 
number 

of observations 
Levin, Lin & Chu t -12.048 0.000 5 181 
Null hypothesis: Widespread occurrence of the unit root (for panel data) 

 

Testing method Test statistic p-value 
number of cross-

sectional units 
number 

of observations 
ADF - Fisher Chi2 150.949 0.000 5 181 
PP - Fisher Chi2 185.617 0.000 5 190 
Null hypothesis: Occurrence of the unit root for individual processes 

Source: own study in the Eviews programme 

Table 2 contains the results of Levin, Lin & Chu and ADF (Augmented 
Dickey-Fuller) and PP (Phillips Perron) tests estimated for the first logarithm 
differences of the natural series of 1m2 UFA transaction prices. This time, tests 
checks take high absolute values, on the basis of which the null hypotheses should 
be rejected with a low probability of making the first type error (where “p-value” 
means “empirical level of significance” [Gajda 2004]). 
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Table 3.  Stationarity test of quarterly natural logarithm series of 1m2 UFA construction 
costs 

Variable: ln (Cost 1m2 UFA) 

Testing method Test statistic p-value 
number of cross-
sectional units 

number of 
observations 

Levin, Lin & Chu t 2.133 0.983 5 184 
Null hypothesis: Widespread occurrence of the unit root (for panel data) 

 

Testing method Test statistic p-value 
number of cross-
sectional units 

number of 
observations 

ADF - Fisher Chi2 1.478 0.999 5 184 
PP - Fisher Chi2 0.722 1.000 5 195 
Null hypothesis: Occurrence of the unit root for individual processes 

Source: own study in the Eviews programme 

Table 3 confirms the non-stationarity on the levels of natural logarithm time 
series of 1m2 UFA construction costs. The null hypothesis on the occurrence of a 
unit root cannot be rejected due to the low values of the Levin, Lin & Chu and 
ADF and PP tests (Table 3). 

Table 4. Stationarity test of quarterly increments of natural logarithm series of 1m2 UFA 
construction costs 

Variable: D [ln(Cost 1m2 UFA)] 

Testing method Test statistic p-value 
number of cross-

sectional units 
number 

of observations 
Levin, Lin & Chu t -6.752 0.000 5 187 
Null hypothesis: Widespread occurrence of the unit root (for panel data) 
  

Testing method Test statistic p-value 
number of cross-

sectional units 
number 

of observations 
ADF - Fisher Chi2 57.303 0.000 5 187 
PP - Fisher Chi2 47.451 0.000 5 190 
Null hypothesis: Occurrence of the unit root for individual processes 

Source: own study in the Eviews programme 

Table 4 confirms the stationarity of the increments of natural logarithm time 
series of 1m2 UFA construction costs. The null hypotheses about the occurrence of 
the unit root should be rejected due to the very high values obtained in the Levin, 
Lin & Chu, ADF and PP tests. 

The tests carried out in a panel and individual approach confirm the 
integration of natural logarithms of the first order time series analysed. 

Testing the long-term dependence of 1m2 UFA prices and construction costs. 

In order to verify the hypothesis about the occurrence of a long-term 
dependence between the studied variables, the Pedroni panel cointegration tests 
were used [Strzała 2012]. These tests are modeled on the Engle-Granger procedure 
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and have different variants (Pedroni developed 11 tests of the cointegrated panel 
test). The null hypothesis for Pedroni tests provides for a lack of cointegration 
between variables. Whereas the alternative hypothesis of panel cointegration tests 
predicts the existence of cointegration at the group level (between-dimension, 
group statistics test) or for the whole panel (within-dimension, panel statistics test). 

The procedure of applying Pedroni cointegration tests is divided into two 
stages [Strzała 2012]: 

1.  In the first stage, the parameters of the general panel model are estimated in the 
following form: 

 𝑦௜௧ =∝௜+ 𝜕௜𝑡 + 𝛽ଵ௜𝑥ଵ௜,௧ + 𝛽ଶ௜𝑥ଶ௜,௧ + ⋯ + 𝛽௄௜𝑥௄௜,௧ + 𝑒௜௧  (5) 

for    𝑡 = 1, 2, … , 𝑁; 𝑡 = 1, 2, … , 𝑇; 𝑘 = 1, 2, … , 𝐾 and (𝑦௜௧ , 𝑥௜௧)~𝐼    
The above equation (5) contains varied individual effects  ∝௜, individual values 
of trend slope factors 𝜕௜𝑡  and parameters 𝛽ଵ௜. 

2.  In the second stage, the stationarity of the residuals should be investigated using 
auxiliary regressions for individual panel units. The auxiliary equations should 
be estimated as joint regressions in the following form: 

 �̂�௜௧ = 𝜌௜�̂�௜௧ିଵ + 𝑣௜௧ (6) 
or in the extended form: 

 �̂�௜௧ = 𝜌෤௜�̂�௜௧ିଵ + ∑ 𝜑௜௝
௣೔
௝ୀଵ ∆�̂�௜௧ି௝ + 𝑣௜௧ (7) 

where: �̂�௜௧ – is a series of model residuals (5); 𝑣௜௧~𝑖. 𝑖. 𝑑. (0, 𝜎௩
ଶ) – is a random 

component of the auxiliary equation (joint regression) of the form (6) or (7). 
The null hypothesis of the test assumes that the parameters in the auxiliary 
equations for individual units are equal to unity: 

 𝐻଴: 𝜌ଵ = 𝜌ଶ = ⋯ = 𝜌ே = 1 (8) 

In the Pedroni tests, two types of alternative hypotheses are found. 

1.  For a panel test, i.e. within-dimension, panel statistics test, when we assume 
parameter homogeneity 𝜌௜: 

 𝐻஺: 𝜌ଵ = 𝜌ଶ = ⋯ = 𝜌ே < 1 (9) 
2.  For the between-dimension, group statistics test, when we assume the parameter 

heterogeneity 𝜌௜: 
 𝐻஺: 𝜌௜ < 1dla i=1,2,…,N    (10) 

with the assumption that lim
ே→ஶ

(𝑚/𝑁) = 𝛿,      0 < 𝛿 ≤ 1 

On the basis of the auxiliary regression (6) or (7) residuals, Pedroni panel statistics 
ZN,T is determined, which in a standardised form is asymptotically convergent to 
the normal distribution [Pedroni 2004]: 

 
௓ಿ,೅ିµ√ே

√ఠ
→ 𝑁(0.1) (11) 
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The values of μ and ω were determined as a result of the Monte Carlo simulation.  
The variant of a homogeneous alternative hypothesis requires separate 
determination of average values of numerators and denominators of DF and ADF 
statistics for panel cross-sectional units. Then, the quotient of the values thus 
obtained should be standardised in accordance with the formula (11) on the basis of 
adjusted coefficients set out in the 1999 Pedroni article. In the case of a 
heterogeneous alternative hypothesis (Pedroni group-statistics test), DF or ADF 
statistics for individual panel units are averaged, which should then be standardised 
in accordance with the formula (11) [Strzała 2012]. 

Table 5.  Cointegration test of quarterly price and cost series of 1m2 UFA for the region 
of Eastern Poland 

Variables: (Price 1m2 UFA) and (Cost 1m2 UFA) 
Null hypothesis: no cointegration 
Alternative hypothesis: Panel cointegration (within-dimension) 
Testing method Test statistic p-value 
Panel v-Statistic  2.697  0.049 
Panel rho-Statistic -4.792  0.000 
Panel PP-Statistic -4.091  0.000 
Panel ADF-Statistic -2.525  0.002 

   Alternative hypothesis: Panel cointegration (between-dimension) 
Testing method Test statistic p-value 
Group rho-Statistic -3.701  0.000 
Group PP-Statistic -5.428  0.000 
Group ADF-Statistic -3.295  0.001 

Source: own study in the Eviews programme 

Table 5 contains the high absolute values of the Pedroni cointegration tests. 
Hence, regardless of the type of test and the type of alternative hypothesis, the null 
hypothesis that there is no cointegration between the analysed variables should be 
rejected. Therefore, the long-term dependence between prices and construction 
costs of 1m2 UFA is in fact confirmed in the examined cities of Eastern Poland. In 
the studied region, developers are willing to take into account higher construction 
costs at transaction prices, transferring production costs to the final purchaser. In 
the further part of the study, a model of panel cointegration which shows the scale 
of transmission of construction costs to transaction prices using the long-term 
elasticity coefficient was estimated. The long-term equilibrium model was 
estimated using the FMOLS method (Fully Modified Least Squares, Phillips and 
Moon, 1999). It is characterised by moderate adjustment to empirical data. The 
adjusted coefficient of determination of 0.66 allows concluding that approximately 
66% of the volatility of the 1m2 UFA price can be explained by the variability of 
the 1m2 UFA construction cost for the five cities studied located in the region of 
Eastern Poland (Enders, 2003). The model’s fit coefficient is not high. However, 
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the estimation of long-term elasticity coefficient of 1.315 with an error of 0.126 
results in a high value of t-Student statistics of 10.43, which clearly confirms the 
statistical significance of the estimation.   

Naturally, the 1m2 UFA prices depend in practice on many factors. The 
purpose of this study is solely to analyse the relationship between the price and the 
construction costs of 1m2 UFA. Although the tested relationship does not seem to 
be controversial in economic terms, the specificity of the real estate market, which 
is very difficult to model and is often determined by qualitative factors that 
effectively disrupt its regularity, should be taken into account.  

The standard deviation of model disruptions is low (0.06661), since it 
represents less than 1% of the arithmetic mean value of the natural logarithm of the 
dependent variable of 8.413 (Borkowski, Dudek, Szczesny, 2007).  

Dependent variable: Priceit – transaction price of 1m2 UFA on the primary market 
for the city and at the time t; 
Independent variable: Costit – the construction cost of 1m2 UFA (without the cost 
of land purchase) for the city and at the time t. 

Table 6.  Model of 1m2 UFA price and construction costs dependence for five selected cities 
of Eastern Poland 

Dependent variable: Ln(CENA) 
Method: Panel Fully Modified Least Squares (FMOLS) 
Sample (adjusted): 2006Q4 2016Q2 
Periods included: 39 
Cross-sections included: 5 
Total panel (balanced) observations: 195 
Cointegration equation deterministics: C 

  
   

  

Variable Coefficient Std. Error t-Statistic p-value 
Ln(KOSZT) 1.315132 0.126088 10.43031 0.0000 

  
   

  

R-squared 0.668932 Mean dependent var 
 

8.4131 
Adjusted  
R-squared 

0.660173 S.D. dependent var 
 

0.1143 

S.E. of regression 0.066611 Sum squared resid 
 

0.8286 
Long-run variance 0.015290       

Source: own study in the Eviews programme 

On the basis of Table 6, the long-term dependence model can be written as follows: 

 ln൫CEN෢ A୧୲൯  =  1.315 ∗  ln(COST୧୲) + 𝑐௜ (12) 

The model shows that if the construction costs of 1m2 UFA increase by 1%, 
the transaction prices of 1m2 UFA on the primary market will also increase on 
average by 1.315% over a long period of time with the ceteris paribus assumption 
[Gajda 2004]. The model (12) contains in the equation a constant value different 
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for the five examined cities 𝑐௜ (a deterministic element of the cointegration vector) 
which allows taking into account a fundamental part of the local heterogeneity 
[Maddala 2006]. The estimation of the parameter of 1.315 suggests that in cities of 
Eastern Poland there may be a highly flexible reaction of 1m2 UFA price changes 
to changes in their production costs. It should be noted that the prices of residential 
real estate in the cities of Eastern Poland are quite low compared to other 
agglomerations of the country. On the one hand, it seems justified if GDP per 
capita of Eastern Poland is also record low. On the other hand, the study shows that 
in the case of an increase in production costs, transaction prices increase even 
faster in the east of our country. This may result from the fact that developers want 
to achieve additional profit as they are aware of higher flat prices on the national 
market. Another explanation of a high elasticity may be a long investment process. 
The construction of a complex of many flats takes years – if construction costs 
increase, it is expected that they will increase further during the investment period, 
which is reflected in the cost estimates. Developers therefore assume a greater 
margin of security for their investments so as not to incur losses, and this may 
stimulate further price increases.  

SUMMARY 

1. The analysed figures indicate very similar fluctuations in the 1m2 UFA 
construction costs in all examined cities, with noticeably lower costs in Kielce 
compared to the remaining four. The 1m2 UFA prices are more diversified in the 
short-run than the construction costs. Rzeszów definitely had the lowest UFA 
price per 1 square metre in 2008-2012, however, in the long run it joined the 
average for the entire examined group of cities in Eastern Poland. It can be said 
that Białystok, Kielce, Lublin, Olsztyn and Rzeszów form a homogeneous 
group in terms of the analysis of the residential real estate market. 

2. On the basis of the panel cointegration tests performed, the existence of a long-
term relationship between construction costs and the 1m2 UFA price in all 
examined cities is confirmed. As already mentioned, although the dependence 
of the price on costs does not seem to be controversial in economic terms, in the 
case of the housing market, the differences between these two categories are 
counted in thousands of zlotys per square metre. Whereas, the housing market is 
subject to speculation and disruptions that may in practice hinder the impact of 
fundamental factors. 

3. Estimation of the long-term elasticity coefficient equal to 1.315 suggests that in 
the cities of the eastern region, 1m2 UFA prices on the primary market may on 
average increase faster than construction costs. Therefore, relatively low prices 
for 1m2 in this region in comparison to other parts of the country may show a 
tendency to reduce the undervaluation of residential real estate in cities such as 
Białystok, Kielce, Lublin, Olsztyn and Rzeszów. 
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The area of future research will include farther econometric analysis of residential 
property prices in Poland. In particular, the author plans to carry out studies to 
estimate the scale of impact on the price level of many other exogenous factors. 
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