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BOOSTING UNDER QUANTILE REGRESSION —
CAN WE USE IT FOR MARKET RISK EVALUATION?

Katarzyna Bien-Barkowska
Institute of Econometrics, Warsaw School of Ecoraami
e-mail: katarzyna.bien@sgh.waw.pl

Abstract: We consider boosting, i.e. one of popular sta@$timachine-
learning meta-algorithms, as a possible tool fomisiming individual
volatility estimates under a quantile regressiorRYQframework. Short
empirical exercise is carried out for the S&P500ydeeturn series in the
period of 2004-2009. Our initial findings show thats novel approach is
very promising and the in-sample goodness-of-fithef QR model is very
good. However much further research should be otteduas far as the out-
of-sample quality of conditional quantile predictiois concerned.

Keywords: boosting, quantile regression, GARCH models, valtigsk

INTRODUCTION

Boosting refers to an iterative statistical macHearning meta-algorithm
which aims to enhance the predictive accuracy @emint weak classification
algorithms (weak learners), i.e. classifiers thatlence a substantial error rate. In
brief, the method is recognized as very complex effidient when making a new
prediction rule by combining different and often adcurate individual
classification rules. Different examples of speciioosting algorithms have been
proposed in the literature so far, and perhapsrbst renown one is the Adaptive
Boosting algorithm (i.e. AdaBoost) (see [Freund &etiapire 1997]). In short, the
AdaBoost algorithm iteratively evokes a new weakssification rule which
assigns more weights to these data points thateelwdrrect classification by
former classifiers. In this manner the algorithmep® reinforcing the focus of
additional weak learners on inappropriately clésgdifiata, thus improving the final
accuracy of prediction. Final classification is abed by appropriate weighting
votes of single classifiers. A thorough discussibthe boosting mechanism from
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the statistical perspective has been presented Fbgdman et al. 2000] or
[BUhImann and Hothorn 2007].

From an econometric viewpoint, boosting might bedugs an optimization
algorithm for choosing the best combination of axjltory variables (predictors)
with respect to an economic question at hand. Boaihd, based upon the nature of
the economic phenomenon under study as well asfispstatistical features of
dependent variable to be considered, many diffecest functions can be easily
accommodated in the boosting algorithm. These niightfor example, negative
binominal log-likelihood for a binary classificatigoroblem, L1-norm loss function
for median regression, L2-norm loss function fanstard (mean) regression or a
check function for quantile regression (see [Bulmmand Yu 2003]; [Buhimann
2006]; [Fenske at al. 2011]). Boosting methods halge been applied to density
estimation by [Ridgeway 2002] or [Di Marzio and Tay2005] or to survival
analysis by [Hothorn et al. 2006], [Lu and Li 20@8][Chen et al. 2013]. In short,
once the loss criterion is set, boosting algorifrerforms sequential updates of an
(parameter) estimator according to the steepedtagrdescent of the loss function
evaluated at the empirical data. At each iteratitap, separate regression models
(weak learners) are used to explain the negativgradient of the evaluated cost
function with the penalized ordinary least squamesthod (see [Fenske at al.
2011)).

The aim of this analysis is to provide a short tponpirical study on
possible application of boosting algorithm when bewng different volatility
estimates under a quantile regression (QR) frame\sme [Koenker 2005]). We
are inspired by the recent contribution of [Fenakal. 2011], where the functional
gradient boosting algorithm for quantile regresdias been thoroughly discussed.
For an empirical analysis we applied the softwaaekpge (application ‘mboost’)
developed under the R environment by [Hothorn eR@l0] and [Hothorn et al.
2013] (see also [R Development Core Team 2008}hikpilot study we intend to
consider a boosting-based model for a conditionantle of return distribution.
The gquantile regression model might be simply a@ats a (percentage) value-at-
risk model where the optimal combination of lingaedictors has been selected
(and accordingly weighted) from the set of volgtikstimates based upon different
specifications of GARCH models. In such a setugividual parametric GARCH-
based conditional quantile predictions might beneseverely biased, whereas the
boosting algorithm is awaited to combine them iroptimal way, hence enforcing
the quality of emerging value-at-risk measures.
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TEORETICAL FOUNDATIONS

The concept of value-at-risk is fundamentally msfato the notion of a
quantile function. Ifr, denotes a return on portfolio between tirbesl andt, the

corresponding (percentag¥pR, , would be equal taj, (r,) i.e. the conditional
a -quantile of return distribution:

Pr(r, <VaR , |F_)=d,(r), (2)

where F_, denotes an information set available tat1. In financial risk

management, VaR constitutes a popular risk meador@m equation (1) it
becomes clear, that VaR is a threshold value fercgntage) loss. Thus, the
probability that marked-to-market return on poitiovalue (over given time
horizon) will be lower than VaR will be equal teetichosen probability levedr .
There are plenty of value-at-risk models proposedhi literature (see [Jorion
2000]). The most popular VaR models are based upenRiskMetrics approach,
parametric GARCH models, semiparametric methodshvisombine parametric
GARCH models with nonparametric distribution estiesa(i.e. filtered historical
simulation) or CAViaR models that directly depiconditional quantiles as
observation-driven autoregressive processes (segdBnd Manganelli 2004]).

There is a strong trend in the recent literaturéniprove the prediction
accuracy of different forecasts by combining thdfor a standard regression
problem, simple averages or weighted averages @ividual forecasts (i.e.
averages weighted by inverses of prediction errams)usually used. For example,
[Aiolfi et al. 2010] show that the equally-weightaderage of survey forecasts and
forecasts from various time-series models leadsmaller out-of-sample prediction
errors. Quite recently, combining the individualatdity forecasts (see [Amendola
and Storti 2008], [Jing-Rong et al. 2011]) or edemsity forecasts attracted much
attention. For example, [Hall and Mitchell 2007}t ke weights of individual
density forecasts as the weights that minimize ‘th&tance’ (measured by the
Kullback-Leibler information criterion) between therecasted and the true
(unknown) density. The most modern approach isotabine forecasts under the
quantile regression framework. [Chiriac and PohémeR012] propose new
methods for combining individual value-at-risk foasts directly. They show how
to mix information from different VaR specificatiorin an optimal way using a
method-of-moments estimator. Alternatively, theymbine individual VaR
forecasts under the QR framework. [Jeon and Tyt32 enrich the CAViaR
model of [Engle and Manganelli 2004] with the inggli volatility measure that
reflects the market’s expectation of risk and esrnew information in comparison
to historical volatility estimates.
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In this pilot study we consider seven differentatiity estimatesd; . Each
of these is derived from a different GARCH spea@ifion:

1. Standard ‘plain vanilla’ GARCH(1,1) model of [Balgtev 1986]:
o = w+agl + foiy (2)

Wheregt2 denotes the residuals from the mean filtratiorcess. (For the sake

of parsimony, ARMA(1,1) model has been used in toaditional mean
equation.)

N

Integrated GARCH(1,1) model of [Engle and Bollevsi®86]:
of = w+agl + (- )0, (3)

3. Exponential GARCH(1,1) model of Nelson (1991):
2
In(o?) = w+ agt—z‘lﬂ{ —\/z}+ﬂln(dt2_1) (4)
T

Ot-1
4. GJR GARCH model of [Glosten et al. 1993]:
0f = wragl, + |l + Bot, (5)

&

Oi—1

where |,_, denotes the indicator function (; =1 if £&_,<0 and |, =0
otherwise).

5. The asymmetric power ARCH(1,1) (APARCH) model ofri@et al. 1993]:
o =w+a 5t—1‘ - Ve ] + B0y (6)

where J > 0 denotes a parameter of the Box-Cox transformatiom’o

6. The absolute value GARCH (AVGARCH) model of [Tayld©986] and
[Schwert 1990]:

Oy =w+ a‘gt—l‘ + B0 (7)

7. The Nonlinear Asymmetric GARCH model of [Engle agl 1993]:
&
"71(t—1 - ’72)]&2—1 + B0t (8)

01

&1
— 1]

o? =w+ao?,
Ot

where/}, denotes a “rotation” parameter arpgdenotes a “shifts” parameter,
respectively.
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All the ‘sigma’ estimates obtained from the aforem@ned models will be
treated as explanatory variables in a boostingebagmntile regression analysis.
Accordingly, we aim to search for the optimal weigh algorithm of these
volatility estimates under the QR framework.

Under the QR setup the conditional quantile of metdistribution is given
as:

Ay (F %) =Nyt =XiBg 9

where x, denotes an[Lx1] vector of VaR predictors at time (individual
explanatory variables, including the obtained siggetimates) ang, denotes a
correspondindel] parameter vector. The parameter veqtgr can be estimated
by finding a minimum of the following QR optimizati problem:

ua u=0
u(@-1) u<o0’
The functional gradient boosting algorithm looks the minimum of the

;
argminzlpa(rt ~XiBo) where p, (u) ={
t=

. . .17 . — . .
empirical risk functlon:FZLt , where L, denotes its-th contribution, which, in
t=1

the case of a quantile regression problem, is gager = p,(r; =77,;) (where
N4+ denotes a theoretical value of a conditiooal quantile or, in other words, it
is a linear combination of individual predictorsab§iven conditionaty -quantile).

In the following, we present the outline of boogtstrategy after [Fenske at

al. 2011] with slight modifications (and changesotation) in order to adjust the
algorithm to the setup of our study.

1. Choose an appropriate starting value for parametetor §, :Bg. Define a
maximum number of boosting iteratioma, , and set the iteration index at

m=0.

stop

2. Compute [Tx1]vector of negative gradients of the empirical risikction
(evaluated at each t):

d .
U= - p =almd p=12 T (10)
a’]a,t
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In the case of quantile regression, the first @eive of L, with respect ta7,
IS:
roif r-gihts
=p',( -An 11) 0 if r-AmYU=0 (11)
r-1 if ,7['“—11 <0

3. With the OLS, fit possible explanatory variables ttee obtained negative
gradients in order to obtain tme-step estimatesﬁw (for  =12,....L). These

regressions are the base learners assigned toidinalivparameterss,
Estimation of B[G']] is done by minimizing the standard-, loss:
min(u, - 0,)'(u, —0,) where G, =x,b,, (optimization is performed for
eachx, variable separately).

4. If the best-fitting variable has an indicatior (1<I* <L), then the coefficient
that corresponds to this variable is updated adugisdas:

A = g M + vl where v € (0,1]is a given step size, i.e. shrinkage
parameter. All other parameters are kept constant:
,B[m] —Ig[ﬁll—ll, | #]*

5. Increase m by one untith=m,_ or go back to [2].

stop

Functional gradient boosting has a very intuitiveipretation. In step [3] of
the algorithm,L separate linear regression models are estimatednby the best
one (according to mean square criterion) is saletcteipdate the m-step parameter

vector [i[aml. Accordingly, at each iteration, boosting algaritithooses only one

variable that explains in the best way the negagradient of the empirical loss
function. In step [4] the parameter correspondingthis variable is changed

proportionally to the value of achieveﬁgf‘], whereas some shrinkage should be
made according to the chosen sizevof

EMPIRICAL EXERCISE

Time series of daily log returns on S&P500 closieqy between January
2004 and December 2009 has been selected as @medédr the exercise. The
huge heterogeneity of the time span under studyvalko cover a ‘calm’ period of
2004-2006 and the very turbulent period of a rederancial turmoil of 2007-
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2009. In Table 1 we present some standard baakgestieasures of individual
GARCH-based quantile estimates of return distrioutiThese are the results of
popular unconditional coverage test of [Kupiec J9®8&. test statistics Llc) and
of conditional coverage test of [Christoffersen 8P9(i.e. test statistics Ldc).
Large values of the obtained test statistics evidahat the in-sample fit of all
GARCH-based conditional quantile forecast is vegorp This can be well
understood if we take into account the structurabk of July 2007 (first signals of
the upcoming turmoil) or the crash of September82Qthe fall of Lehman
Brothers) that should have been taken into conaiaer while constructing
GARCH models. Moreover, all GARCH specifications/@deen estimated with
the assumption of Gaussian distribution for theoreterms, which significantly
underestimates the true thickness of the loweriligton tail.

Table 1. Quality of (in-sample) VaR estimates unddferent GARCH specifications.
LLuc denotes the unconditional coverage statistics &hdc denotes the
conditional coverage statistics. Bolded values terstatistically significant (at
5%) outcomes.

model Llyc LL cc LL uc LL cc
VaRy,05 VaR 05 VaRy,01 VaRy,01
GARCH 4,972 713.883 22.902 370.251
IGARCH 1.237 655.023 11.579 305.938
EGARCH 2.809 684.453 8.927 287.563
GJR GARCH 3.841 696.225 8.926 287.563
APARCH 2.108 672.681 8.927 287.563
AVGARCH 2.447 678.567 7.708 278.376
NAGARCH 1.237 655.023 11.579 305.938

Source: own calculations.

Volatility estimates resulting from the seven diéfet, but in fact incorrect
GARCH specifications have been used as potentiatigtiors in a boosting
mechanism together with a one-day lagged “High-Lgsite range measure for
S&P500. As suggested by [BUhlmann, Hothorn 2007]cemtered all individual
predictors (by subtracting their mean value) befoitalizing boosting algorithm.
The initial value for the intercept in the QR models been selected as the
unconditional 0.05-quantile or the unconditionadldquantile, respectively. The
shrinkage parameter has been set as005, thus we allow for more shrinkage
than [Fenske et al 2011], in order to account faoasiderable multicollinearity
between predictors. The optimal number of boosiiegations (n) has been
selected with the application of a standard 25-fwddtstrap procedure in order to
avoid overfitting of the learning mechanism.
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Figure 1. Value of the empirical loss function focreasing number of boosting iterations.
Results from 25 individual subsamples correspondinghe 25-fold bootstrap
procedure (grey lines) and their average (blac&)liwith respect to the 0.05-
guantile (left panel) and the 0.01-quantile (righhel).

25-fold bootstrap 25-fold bootstrap
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Source: own calculations with the application af tmboost’ library.

The results of the boosting-based model for theb-Quantile are the
following. Out of eight potential individual predars, five were selected by the
algorithm:

+ standard GARCH-based voIatiIit)ﬁ(Lol05 =-0499),

*  IGARCH-based volatility 3, = 0160),

«  EGARCH-based volatility 3, 4,5 = — 0573),

*  GJR GARCH-based volatility4, ,,; =~ 0911), and the

* H-L price range [38’0.05 = 0060).
In the case of 0.01-quantile regression, once again
» standard GARCH-type volatility is select<7*:€1_]o.01 =-0888, and then

*  IGARCH-based volatility {3, ,,, = 0095),
«  EGARCH-type volatility (8., = — 0774),
+  GJR GARCH:-type volatility (3, ,,, = — 0650) and

*  H-L price range [38’0.01 =-0047).

Therefore, we can formulate the following conclusio First, weights of
volatility estimates selected by a boosting aldgwnidiffer for 0.05-quantile and the
0.01-quantile, although the types of selected nwoddhy the same. Second,
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majority of selected sigma-predictors have, as etguk negative impact for the
conditional quantile. Third, leverage or non-lingaeffects play an important role
as suggested by a large parameter values for tlyennastric GARCH
specifications, both for the 0.05-quantile and @0ntile.

Figure 3. S&P returns between January 2004 and rbleee 2009 (grey line) and the
corresponding boosted Value at Riski@a0.05 anda=0.01 (black lines).

s idaslysalpiiots piieh

2004 2005 2006 2007 2008 2009 12010

Source: own calculations with the application af tmboost’ application.

In Figure 2 we present the return series underystodether with the
obtained boosting-based time-varying VaR estima¥és. can observe that the
estimated conditional quantiles seem to suitaldgtréo the down- and upswings in
the return series and to capture volatility clusgpeffects in a satisfactory manner.
Moreover, boosting mechanism allows for a very gfibdf the (in sample) QR
model. According to the results of both, the undboal coverage and the
conditional coverage tests, the observed fractib’VaR exceedances does not
significantly differ from the probability level sat the model. We are also not able
to reject the null, that the exceedances are imiép# in time (Llc is equal to
0.002 and Lkc is equal to 0.17 for VafRsand LLyc is equal to 0.055 and kkis
equal to 0.399 for Vafy).

This new approach seems to set forth a promisisgareh direction in VaR
modelling. Its merits lie in a properly chosen Idesction, which, contrary to
majority of GARCH specifications, does not imposg g@arametric assumptions
on the distribution of financial returns. As oppdse GARCH models, it estimates
the conditional quantile directly and in semiparamdashion, which stays in line
with the CAViaR approach. The dynamics of the math be easily driven by
different forms of volatility estimates or otherrigbles as lagged transaction
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volumes or implied volatility estimates. The drawkaof this approach is its
sensitivity to selection of a shrinkage factor caximum numbers of performed
boosting iterations. The approach can be alsoil&ap possible structural breaks
in the series, which may pose a further need tone-varying weights. Moreover,
much more effort should be put on a proper evalnatf the out-of-sample
properties of the model, which is of utmost impoda as far as the model
application in the risk management is concerned.
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Abstract: This article provides a comparative analysis afdge gaps in ob-
servable and reservation wages. The analysis shimtsvomen are able to
accept lower wages than men before entering theulatmarket. Men’s and
women'’s differences in observable characteristiesrmt at all sufficient to
explain the gaps both in observable and reservatiages. The article thus
concludes that the prevalence of gender wage gapbma result of wom-
en’s lower self-valuation and not necessarily labmarket discrimination
against women.

Keywords: gender wage gap, reservation wage, decomposit@mparamet-
ric estimation, selection, discrimination

INTRODUCTION

The existence of a gender inequality in pay has w&dely examined in
empirical research focusing both on developed dlsasaleveloping and transition
economies.Several factors, such as working experience, tjjaet working sched-
ule and occupational segregation have been fourfietoelevant for explaining
women’s lower wages. Existing scholarship provesewer that the gap in wages

! The author would like to thank the participantsid Symposium on Gender Disparities
organized within the International Colloquium onrf@&mt Economic and Social Topics
CEST’2013 for their valuable comments and suggestio improve the quality of the
paper.

2 The international review of gender wage gap amlyslude for example Weichselbau-
mer and Winter-Ebmer (2005); for transition econesrsee for example Brainerd (2000),
Pailhé (2000), Newell and Reilly (2001), for Polarm@rajek (2003).
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of men and women is only partially explained by dgmdifferences in these attrib-
utes. The advocates of gender equality in pay #éngge that there is a significant
measure of discrimination against women.

Notwithstanding broad research on gender wage al#gunone of the ex-
isting studies accounts for the fact that the ols#e wage is a result of a hiring
process and wage negotiation that are establishétisetting of imperfect infor-
mation with respect to the wage raf€his asymmetry of information reflected in
the lack of transparent ardpriori communicated wage offer may cause men and
women to act differently and in consequence leadigtinct negotiated outcome.
In particular, women may demand and agree to workdwer earnings than men
do.

This article takes a novel approach in examiningdge unequal distribution
of wages and documents gender wage differentidi®ih observable and reserva-
tion wages. The job search model of McCall (19'&3ptves that the optimal strat-
egy for an individual searching for a job is to equicthe reservation wage as it is
a wage that equalizes marginal cost from an additisearch with a marginal ben-
efit from such a search. If reservation wages ofneo are already lower than that
of men, then it is straightforward that a similapgn observable wages should be
present.

The remainder of this article is structured inteeéhmajor sections. The sub-
sequent section presents data and the researchdsae®ection three presents and
discusses main empirical results. The last sedtifens concluding remarks.

RESEARCH METHOD

Data and variables description

The empirical analysis is based on 2010 wave ofPRdlabour Force Sur-
vey data. Two samples are constructed. The finstpka consists of individuals
who: 1) are currently working, 2) are of workingea(l6-64) and 3) are not full
time studying. Based on this sample a standardegendge gap is estimated and
decomposed. The second sample consists of unendplogwiduals who are look-
ing for a first job and are willing to undertakestjob in the next two weeks. Indi-
viduals who were previously employed are not cagrgid in the analysis as their
labour market experience might have been alreafiiyeimced by the reservation
wage they claim. The sample, which is used foretstenation of the gender gap in
reservation wages, is thus restricted to school @amidersity graduates that are
looking for the first job and report lack of anyptaur market experience.

3 Only recently Brown et al. (2011) have investigatee gender wage gap in the reserva-
tion wages for Great Britain. However, in this @@ no relation to the existing gender
wage gap is made and the reservation wage is erdnaimong all unemployed workers
suggesting that already incurred labour marketepagtmay influence the results.
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Determination of the wage equations

The analysis starts with a determination of a diml gender wage gap.
Following specifications are used to estimate thgevequations:

In(w,, ) =X, a, +a,, female+e, (1)

obs;
In(w, ) =2, B +p,, female+s, (2)

The dependent variables are natural logarithm eénlable and reservation
wages w,ps and w,..s respectively). Since the dataset provides only itfier-
mation on a minimum net monthly salary an unempdayelividual agrees to work
for, the reservation wage is defined as monthlyiegs. To ensure comparability
of the results for observable and reservation waigethe observable wage equa-
tion (equation 1) the dependant variable is algwessed as the net monthly earn-
ings and the actual hours worked are additionaihytrolled for. The equations are
estimated by the OLS with White heteroscedastmtysistent standard errors.

In the observable wage equation a set of controbbkes represented by
a vectorX involves labour market experience, educational igs and a dummy
for individual marital status. In addition, dummagriables representing a sector of
work (i.e. private/public), a size of the compamdaegional disparities, i.e. the
size of the place of living, the region of the coyrand whether an individual is
living in the province, in which the capital is kted, are also controlled for.

When determining the factors that influence red@mawage (denoted by
a vectorZ) one needs to refer to the job search theory, wtiéfines the concept of
a reservation wageDrawing on the theory and existing empirical kieire the de-
terminants of the reservation wage include: agejtahastatus and education as
well as regional macroeconomic determinants. Mogeoa dummy variable indi-
cating whether an individual is registered as urieyga and average duration of
unemployment are also includedddditionally control variables describing the
field of a study are added. By including these atalgs the possibility of occupa-
tional segregation is accounted for.

The coefficients of interest in equations (1) aRyidrea; ., for the gender
wage gap ang@; ., for the gap in the reservation wages. They indieat impact of
being a woman on a wage rates assuming that al otimtrol variables are kept

4 For a brief literature review on determinants ofeaervation wages see [Christensen
2001]. Empirical analyses include [Jones 1989; HaL209].

5 Examples of the research on the relation betweemployment duration and the reserva-
tion wage include [Lancaster and Chesher 1984;s)b888].

%1t is assumed that the field of the study deteasithe occupational choice of the individ-
uals. The assumption is based on the empiricaleeciel showing that the field of the
studies is found to be a key factor contributingptcupational sex segregation at the la-
bour market [Borghans and Groot 1999].
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fixed. In these equations it is therefore assurhadl tnen and women have equal
returns to their characteristics. As the returnsiém’s and women'’s characteristics
are likely to vary, in the second step of the asialythis rather restrictive assump-
tion is eased and wage equations are estimatedaselyafor the subsamples of
men and women.

The above wage equations are likely to suffer fthenproblem of a sample
selection, i.e. a selection into being working angklection into being unemployed
in the case of a first and second sample respéctiVe correct for the problem of
a sample selection, Heckman selection model [Heokh®¥9] is used. Variables
indicating a total number of people living in theusehold, a dummy variable
whether the spouse is employed, a total numbeidsf & individual has and the
main source of income are used as exclusion restricfor the identification of
the model.

Decomposition of the gender gaps in wages

Once the wage equations are estimated, the foqladed on the determina-
tion of the gender wage gap and its decomposifira methods that are broadly
applied in the empirical research on the genderwagquality are also adapted in
this article. These include: Oaxaca-Blinder (1933) Nopo (2008) decomposition
methods.

The method due to Oaxaca and Blinder calculatesdandmposes the gap
in the average wages of men and women based ardtiheated wage equations:

A=In(w,, )=In(w,, )= (X, - X)a+[(a -a)X +(a-a,)X,] (3)

where subscriptan and f stand for male and female and represents non-
discriminatory wage structure that is usually asstgto men’s wage coefficients
([Oaxaca 1973], [Cotton 1988], [Fortin et al. 2011 the men’s wage coefficients
are chosen then the expression may be rewritten as:

A=In(w,,, )=In(w,, )= (X, - X)a +(@ -a)X, (4)

The first component on the right hand side reprssire ‘explained’ part of
the gender wage gap, i.e. the part that is explaliyethe differences in the distri-
bution of the characteristics of men and womenstdend component in turn rep-
resents the ‘unexplained’ part that cannot be éxpthby these differences and is
mostly attributed to the difference in the labowarket valuation of men & women.

In addition to Oaxaca-Blinder decomposition, thiticke uses Nopo decom-
position that has certain advantages over the fommethod. Nopo’s method is
a nonparametric matching method and does not deperitie structural form of
the wage equations. It also accounts for the anfriesufficient ‘common-support’
in terms of the distribution of observable charastes. The lack of a ‘common-
support’ refers to the situation when the probabitif observing an individual,
who shares comparable observable characteristatsses to zero.
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The decomposition brings down to four major stdpsthe first step, one
female is selected from the sample. In step twonalh that have the same charac-
teristics as a woman from the step one are alsuteel. In step three, an artificial
man that has an average of characteristics di@léélected men is constructed and
matched with a woman from the step one. In step foatched pair is restored and
the procedure is repeated for the next women. énetid the matched sample is
constructed and their average wages are compdteentually, the gap in the av-
erage wages between two groups of individuals agosed into four compo-
nents that consider the distribution of the chandstics:

A=A, +A, +A +A, (5)

WhereAy is an explained gap over the common support (dneqd the gap
that can be explained by the differences in theidigion of the characteristics of
a matched samplel;, is an explained part that can be explained byliffierences
in the distribution of characteristics of malestthee in and out of the common
support Ag is an explained part that can be explained by ifierences in the dis-
tribution of the characteristics of females tha ar and out of the common sup-
port; A, is an unexplained part (the part that cannot Ipdaimed by the differences
in the observable characteristics). The ‘explairmai ‘unexplained’ parts are in-
terpreted in the similar manner as in the stahdarean decomposition due to
Oaxaca and Blinder (1973).

RESULTS

This section begins with a discussion of the kewa characteristics.
Table 1 presents means of the main variables iedoiw the analysis.

Table 1. Sample means on the main variables inddlvéhe analysis

Sample of working Sample of first time

Variable individuals job seekers

Men Women Men Women
Net monthly salary 1872.621589.21)
Minimum monthly salary for unemployec 1442{391297.29
Education ISCED1 0.09 0.06 0.14 0.08
Education ISCED2 045 0.25 0.23 0.12
Education ISCED3 0.06 0.10 0.18 0.28
Education ISCED4 0.27 0.32 0.29 0.25
Education ISCED5 0.13 0.27 0.17 0.27
Number of observations 2392920 318 1082 1 006

Source: Own calculation based on LFS 2010.

7 For a mathematical notation of Nopo decomposisiea Nopo (2008).
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The reported net monthly salary for men and womnifferd: women in Po-
land receive on average a net monthly wage of P89, whereas men 1872 PLN
(app. 373.3 EUR and 439.57 EURJhe resulting gender wage gap is equal to ap-
proximately 15% in favour of men. Men on averagedtéo work by three hours
per week more than women. In consequence, longimgHours cause the gender
wage gap calculated based on the hourly wages tover - around 6%. On the
other hand, the average minimum net monthly waganphoyed women that are
looking for the first job would agree to work fas equal to 1297.3 PLN (app.
304.7 EUR). For men the respective value is arolhd2.4 PLN (app. 338.8
EUR). The resulting gender gap in reservation wagesunts to 10%.

The results from the estimation of the observabdgevequations are pre-
sented in Table 2 and respective results from stimation of the reservation wage
equations are presented in Table 3. In the casbs#rvable wage equation the re-
sults from the Heckman model are reported sincadhection takes place, which is
shown by the significance of non-selection hazaatiss. In the case of reservation
wage equations the selection does not take plat¢éhanOLS results are presented.

Table 2. Regression results from Heckman modehptaof not studying and working in-
dividuals aged 16-65

. Selectivity corrected
Variable Inw,ps Inweps,, mw,ps..
Experience 0.011%*=* 0.011 =*** 0.008 ***
Experience squared -0.017* -0.010 *** -0.014 ***
Female -0.218***
Married 0.039 *** 0.005 0.074 ***
Divorced -0.015** -0.038 *** 0.003
Education ISCED2 0.033** 0.021 ** 0.034 **=*
Education ISCED3 0.180** 0.167 *** 0.172 ***
Education ISCED4 0.180** 0.191 *** 0.153 ***
Education ISCED5 0.520** 0.546 *** 0.459 ***
Private sector -0.039** -0.034 *** -0.033 ***
Firm size 10 - 100 0.056** 0.047 *** 0.067 ***
Firm size >100 0.160*** 0.120 *** 0.200 ***
Hours worked 0.010*** 0.008 *** 0.011 #***
Non-selection hazard -0.095** -0.070 *** -0.119 ***
N 44 245 20 316 23929

Notes: 1. *** denoted p<0.01, ** -> p<0.05, * -> Pd; 2. Regional fixed effects included
in the regressions; 3. Reference category for diturces ISCED 1 and lower, for the
size of the firm it is less than 11 employees andHe marital status it is single.

Source: Own calculation.

8 The values are recalculated based on the offisiahange rate of National Bank of Po-
land as on June 2013.
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The estimation results of the observable wage @ansshow that when the
labour market experience and education are coetfdétir women receive on aver-
age by 22% lower wages than men. When interpreatiege results it has to be
acknowledged that the returns to education andritqpee are kept fixed for men
and women. The estimation outputs for the subsampienen and women show
that this is not necessarily true and the retumgducation and experience for
women fairly differ from those of men.

Once the reservation wage is considered women @redfto claim by
12.6% lower wages than men (Table 3). The comparifothe derived results
suggests that the gender gap in observable wagédes than that which prevails
in the reservation wages. Once again, when thargsfn of equal returns to edu-
cation is relaxed, some differences between memamaen are present.

Table 3. OLS regression results - sample of natysiig not working individuals age 16-65
who are looking for a first job

. Not corrected estimates

Variable nw,. N Wyes, [ Wyes
Age 0.085 *** 0.087 ** 0.093  **
Age squared -0.152 *** -0.151* -0.172  **
Female -0.126 ***
Married 0.034 * 0.018 0.088  **
Education ISCED3 0.079 *** 0.059 0.115  ***
Education ISCED4 0.039 ** 0.000 0.067  ***
Education ISCED5 0.166 *** 0.138 *** 0.172  ***
Educ. - social sciences 0.005 0.026 0.008
Educ. - math, technology, science 0.048 * 0.070 040.
Educ. - other (agriculture, health) 0.037 0.097 0.022
Educ. - services 0.043 0.081 0.014
U((1l-3m) 0.030 0.015 0.039
U((3-6m) 0.041 ~ 0.032 0.055 *
U (6-12m) 0.043 ** 0.039 0.045
U>12m) 0.048 ** 0.029 0.069 **
U registered -0.026 ** -0.030* -0.015
N 2088 1006 1082
R2 0.198 0.203 0.160

Notes: 1.** p<0.01, ** p<0.05, * p<0.1,
2. Regional fixed effects included in the regressjo
3. U (.) represents dummy variables for the duration ofmpieyment (in months),
U registered is a dummy variable indicating whether an indivblis registered as
unemployedEduc. - social sciences, math, technology, science, services and other
represent dummy variables for the field of educatio
4. Reference category for education is ISCED 2lewner (i.e. lower secondary
education or lower), for the marital status itirsgée, for the field of education it is

Source: Own calculation.
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no specialization (general education), for the tloneof unemployment it is less
than a month.

The results from the decomposition of a genderigagbservable wages are
reported in Table 4. Based on Oaxaca-Blinder mettogy the estimated wage
gap adjusted for the sample selection is equaVrt6%?® The gap is entirely unex-
plained by the observable characteristics. Theagmxgtl part is negative and consti-
tutes 33% of a total gap. Detailed decompositiculte show that most of the ex-
plained part is due to the gender differences ircation. As a result, this negative
explained part shows that women in Poland haveverage higher education than
men and if men in Poland succeeded to obtain sueleh of education then the
gender gap in wages would incre&s&lopo decomposition results are similar to
the one obtained from Oaxaca-Blinder method. Tkalte show however that the
problem of comparability of women’s and men'’s cletgastics is relevant as only
61% of men and 59% of women are found to be irctilemon support.

Table 4. Decomposition results of the gender gagbservable wages

OB decomposition selectivity corrected Nopo decompition
Estimate % of Estimate| % of
GWG GWG
A (GWG) 0.176 A (GWG) 0.178
Explained -0.046| -26% Ay -0.065 | -37%
Unexplained 0.222| 126%A, 0.256 | 144%
Ay + Ap -0.012 | -T%

Explained by
Egﬂigggﬁe and hours workef 0((;70231 % women in the CSl 59%
\Ilqc;k;tcharacterlstms 0%82L % men in the CS 61%

Notes: 1. OB decomposition selectivity correctefibirs to Oaxaca-Blinder decompaosition
adjusted for the selection into being observed nork
2. Nopo decomposition refers to Nopo nonparameeimomposition;
3. GWG stands for the ‘gender wage gap’, CS stéordbie ‘common-support’.

Source: Own calculation.

The results from the decomposition of the gendey igathe reservation
wages are presented in Table 5. The decomposgiperformed based on the fol-
lowing variables: age, level and type of educatiord regional characteristics.

% The gender wage gap adjusted for the selectidheigjender wage gap adjusted for the
part of the gap that is due to the selection. Mmmeselectivity adjusted wage gaps see
Nueman and Oaxaca (2004).

10 This finding is in line with the estimates of Mysila (2012) and Grajek (2003).
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At this stage of the analysis the average duraifamemployment and unemploy-
ment official registration are not accounted fohisTis because of a very low
common support that is present when these variadolesincluded among the
matching variables. When the variables are exclddaud the analysis, there are
62% of women and 59% of men in the common supBated on Oaxaca-Blinder
methodology the gender gap in the reservation wagesgual to 10.3% of men’s
average reservation wage. The corresponding estifman the Nopo’s method is
11.2%. The gap is lower by about one third whenpmamad with the gap in actual-
ly realized wages. On the other hand, the featfrése gap in the minimum wages
men and women would agree to work for are simdahbse present in the actually
prevailing wage gap.

The findings show that there exist some other cemptructural factors be-
sides age, level and type of education that mageawmen’s lower reservation
wages. In particular, this unobservable factors léed to difference in men’s and
women’s average reservation wages may refer to semebd individual self-
valuation and self-assessment. If women of the saameation as men claim lower
reservation wage then it might be a signal thay tedue their skills lower. The
high unexplained part may be however already a sfgtifferences in the labour
market treatment of men and women as women mayruade their skills in re-
sponse to the future — potential — labour markespects. This means that they
may value their skills lower to be as competitivéhe labour market as men are.

Table 5. Decomposition results of the gender gapservation wages among individuals
first time looking for a job

OB decomposition Nopo decomposition
Estimate % of Estimate) % of
GWG GWG
A (GWG) 0.103 A (GWG) 0.112
Explained -0.029 -28%| Ay -0.025| -22%
Unexplained 0.132 128%| A, 0.159| 142%
Ay + Ap -0.022( -20%
Explained by
égication ?005)254 % women in the CS 62%
E‘;‘S‘fat'on type -0(.)6%059 % men in the CS 59%

Notes: 1. OB decomposition refers to Oaxaca-BlirEomposition;
2. Nopo decomposition refers to Nopo nonparameeomposition.
3. GWG stands for the ‘gender wage gap’, CS stéordbe ‘common-support’.

Source: Own calculation.
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CONCLUSION

This article documents gender based differencéiserobservable and reser-
vation wages, i.e. the minimum wages unemployedvitidals would agree to
work for. In general, the research shows that tredgr gap in reservation wages is
smaller than the gender gap in actually prevalirages. The nature of the gaps is
however comparable as both the gaps remain unegpldly the observable fac-
tors. The decomposition results show that the wiffees in observable characteris-
tics of men and women are not at all sufficienexplain the inequalities. Women
have on average higher acquired skills, particpladucation, than men but still
are rewarded worse by the labour market. Similarkgrms of reservation wages —
women are equipped with higher levels of educabiatrstill demand lower wages.

The results of this article shed an additionaltligh the foregoing gender
gap research. The gender gap in wages is founé fardsent even in ‘potential’
minimum wages, i.e. it is present even before amehe labour market. The arti-
cle concludes that there exist unobservable facwingch may include individual
self-valuation of skills, which lead to the existerof the gender gap in reservation
wages. Consequently, the fact that women are aldedept lower wages is associ-
ated with women’s lower self-valuation and selfeesh or alternatively men'’s
higher self-valuation. Women'’s lower valuation nfeywever result from their dis-
advantaged position since if they demanded morng riight have been unable to
find a job.

REFERENCES

Blinder A.S. (1973) Wage Discrimination: Reducedri@nd Structural Estimates, Journal
of Human Resources 8: 436-455.

Borghans L., Groot L. (1999) Educational presortimgl occupational segregation, Labour
Economics 6(3): 375-395.

Brainerd E. (2000) Women in transition: changegé@mder wage differentials in Eastern
Europe and the Former Soviet Union, Industrial datbor Relations Review 54(1):
138-162.

Brown S., Roberts J., Taylor K. (2011) The GendesdRvation Wage Gap: Evidence form
British Panel Data, IZA Discussion Papers 545%jtute for the Study of Labor (1ZA).
Christensen B. (2001) The Determinants of ResemmatVages in Germany Does a Motiva-

tion Gap Exist?, Kiel Working Papers 1024, Kieltinge for the World Economy.

Cotton J. (1988) On the Decomposition of Wage Déffaials,. The Review of Econom-
icsand Statistics 70: 236—243.

Fortin N., Lemieux T., Firpo S. (2011) Chapter Decomposition Methods in Economics.
In: Ashenfelter O., Card D. (eds.), Handbook of dilaBconomics: Elsevier, Volume 4,.
Part A, 1-102.

Grajek M (2003) Gender Pay Gap in Poland, Econdbfiange and Restructuring 36(1):
23-44,



28 Ewa Cukrowska

Heckman J. (1979) Sample selection bias as a sg@h error, Econometrica 47 (1): 153
-161.

Hogan V. (1999) The Determinants of the Reservatage. Working Paper WP99/16,
University College Dublin, Department of Economibsiblin.

Jones S.R.G. (1988) The Relationship Between Uneynpnt Spells and Reservation
Wages as a Test of Search Theory, Quarterly Joafrietonomics 103 (4): 741-765.
Jones S.R.G. (1989) Reservation Wages and the dtdshemployment, Economica 56:

225-246.

Lancaster T., Chesher A. (1983) An Econometric psial of Reservation Wages,
Econometrica 51(6): 1661-76.

McCall J.J. (1970) Economics of information and g#arch, Quarterly Journal of Econo-
mics 84 (1): 113-126.

Mysikova M. (2012) Gender Wage Gap In The CzechuBkp And Central European
Countries, Prague Economic Papers, University aonémics, Prague 2012(3): 328-
346.

Neuman S., Oaxaca R.L. (2004) Wage Differentialshin 1990s in Israel: Endowments,
Discrimination and Selectivity, CEPR Discussion &ap1709.

Newell A., Reilly B. (2001) The gender pay gap le transition from communism: some
empirical evidence, Economic Systems 25(4): 287-304

Nopo H. (2008) Matching as a Tool to Decompose W@aaps, The Review for Economics
and Statistics 90(2): 290-299.

Oaxaca R.L. (1973) Male-Female Wage Differential®Jrban Labor Markets, Internatio-
nal Economic Review 14: 693-709.

Pailhé A. (2000) Gender Discrimination in Centrak&e During the Systemic Transition,
Economics of Transition 8(2): 505-535.

Prasad E. (2003) What Determines the Reservatioge$/af Unemployed Workers? New
Evidence from German Micro Data, IMF Working Pap@8#4, International Monetary
Fund.

Weichselbaumer D., Winter-Ebmer R. (2005) A Metaalysis of the International Gender
Wage Gap, Journal of Economic Surveys 19: 479-511.



QUANTITATIVE METHODS INECONOMICS
Vol. XV, No. 1, 2014, pp. 29 — 36

LABOUR MARKET IN POLAND FOR WOMEN AND MEN 50+

Jan B. Gajda
Department of Operational Research, Universityad4
e-mail: jan.b.gajda@wp.pl
Justyna Wiktorowicz
Department of Economic and Social Statistics, Unsitg of Lodz
e-mail: justynawiktorowicz@uni.lodz.pl

Abstract: Population ageing is one of the major challengesmoidern
Europe. In this context is worth to assessmentlifierences in the situation
of women and men aged 50+ on the labour markeéhdrarea of interest are
primarily people aged 50-59/64, which are at thégs of life in which the
situation on the labour market is particularly idifilt. Paper was prepared
mainly on the basis of the unpublished data dewslowithin the project
“Equalisation of Opportunities in the Labour Market People Aged 50+".
The analysis was conducted with the application basic descriptive
statistics, as well as chi-squared test. Compdriogme of women and men
aged 50+, t-Student test and median test for intp® samples, as well as
one- and two-way analysis of variance were used.

Keywords. ageing, economic activity, employment, multivagiatatistics

INTRODUCTION

Population ageing is one of the major challengesadern Europe. This is
the effect of both shrinking and ageing of potdrithour resources as well as the
fact that professional competences of older emggyae becoming increasingly
outdated. Another thing is that due to the improeetrof quality of live, people
tend to live longer. Health of the population isphoving regardless of their age,
also at the threshold of becoming old. These psmseshould be accompanied by
extending the period of economic activity. In tluentext, very low economic
activity of Poles (especially women) nearing retiest is a huge challenge faced
by the Polish economy.
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This paper compares the overall situation of wormed men aged 50+ as
well as certain characteristics of this group. He area of interest are primarily
persons aged 50-59/64 which are at the stageeoinlitvhich - in accordance with
the Act on employment promotion and labour marketiiutions [2004] - their
situation on the labour market is considered tgéasicularly difficult. This will
allow relating the analyses carried out to soligisagarding this group in the
context of active labour market policies.

Paper was prepared on the basis of the unpublidhted developed within
the project “Equalisation of opportunities in trebdur market for people aged
50+". Additionally, Eurostat data are used.

DATA AND METHODS

This paper presents mainly the results of the rebeaonducted in the
framework “Diagnosis of situation of females andessb0+ on the labour market
in Poland” (Diagnosis), within the project “Equaliln of Opportunities in the
Labour Market for People Aged 50+” co-financed bg European Union from the
European Social Fund. This diagnosis covered amotigers quantitative
component — questionnaire research among ‘peoé 4§+’ (i.e. inhabitants of
Poland aged 45-69), realized on representative lsaBip00 persons. As a result of
non-proportional sampling, weights were appliechally, estimation error is max
1.8%. The research was carried out with the CARhotk

The analysis was conducted with the applicationbakic descriptive
statistics, as well as chi-squared test and amsabfsrariance. Chi-squared test will
be applied to assess the relations between quaditaariables. When comparing
the incomes of men and women aged 50+ t-Studentared median test for
independent samples, and two-way analysis of vegidactors were also used.
As far as the last mentioned method is concerre=$, tommonly used in socio-
economic analyses, it belongs to the multivariasgistics methods [Stockburger
1998; Walesiak i in. 2009; Wuensche 2007; Szym&4dkl]. Multiple analysis of
variance is used to see the main and interacti@etsfof categorical variables on
multiple dependent interval variables. For exampl@-way analysis of variance
model can be expressed as:

ygi:ﬂ+as+ﬂr+(aﬁ)sr+£sri' (1)
where: - total meangs i By — main effects of factons i xg, (0f3)sr — interaction
effect betweema i xs, & — within-group errorg_ ~ N (0,0).

In the analysis standard level of significanae=(0.05) was adopted.
The calculation was made in SPSS 20.0
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ECONOMIC ACTIVITY OF WOMEN AND MEN AGED 50+

Polish people over 50 years of age, as well aslpenghe entire European
Union, are characterized by a relatively low ecomoattivity. In 2012, in the age
group 50-64, the economic activity rate reacheththEU-27 an average of about
63%, whereas in the group of 55-64 - less than 338land is at the bottom of the
ranking of economic activity of people aged 50/35&mong the EU Member
States - the economic activity rate of people a8@®4 reaches about 53%, and
compared to 2000 it has increased by 5 percentaiggsp As far as the group of
55-64 year olds is concerned the increase of #ies is more pronounced - from
31.3% in 2000 to 41.8% in 2012, but still the eaoimactivity of women aged 55-
64 is the lowest in Europe. Compared to such camas Sweden (the economic
activity rate of approximately 80% for both age ps) and Germany (approx.
70%), the situation in Poland leaves much to béett:sCompared with other EU
Member States only Malta, Hungary and Slovakia tel@wver economic activity
of older workers [Eurostat, Ifsi_act_a, Ifsa_argdn]Poland, as in almost all EU
Member States, the economic activity of men is &igthan of women - the
European Union average economic activity rate af mged 50-64 years amounts
to 71.2%, while of women - 55.7%, and only Finniglomen are more
economically active than men. The biggest diffeesnin this respect (to the
disadvantage of women) can be observed in Mahe difference is as high as 44
percentage points.

Similar trends were recorded as far as employméngeople from these
groups of people is concerned - the employmentwai® in most countries (with
the exception of Finland and Estonia) higher fonntigan for women, similarly,
the biggest difference between men and women waeredd in Malta, Cyprus,
Greece, ltaly and Poland. In Poland, nearly twadghiof men aged 50-64 are
economically active (compared to 40% of women), every other male in the age
group 55-64 (compared to less than 30% of woméijdm].

Taking into account the not averaged (used by Eatjo®ut the actual upper
limit of working age in Poland, an assessment ef ébonomic activity of Poles
was made with the use of results from the "Diagha$ithe current situation of
women and men aged 50+ in the labour market inndblaesearch. Approximately
65% of women and men aged 50-59/64 identified tledras as economically
active. Most of them are employed under a conwwaemployment (mostly for an
indefinite period). There is a quite high propantiof retirees among men and
women aged 50-59/64. The situation of women ishatdame time significantly
different (in a statistical sense) from the sitoatof men - this applies to both the
group of 50-59/64 year olds and 45-49 year olds §ituation of women and men
aged 60/65 + is, however, not so significantly etéint). Let us look at features
characteristic for older workers, focusing on pagpioh aged 50-59/64. In Table 1
typical characteristics of men and women as emgleygee indicated.
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Table 1. Main characteristics of the employed &8@&9/64 by sex

1%

Specification | Females aged 50-59 Males aged 50-64
property public (46%) private, Polish capital (51%)
sector
the employer's trade, repair of motor vehicles industry, mining, metallurgy
business (15%), health care and social (23%), construction (22%),
profile assistance (14%), education (13%)transport and storage (17%), trad
public administration, national repair of motor vehicles (12%)
defense, compulsory social security
(13%)
number of small (37%) and medium (28%) small (38%) and med{R4%6)
employees
employer mainly in the place of residence | slightly more often at the place of
location (77%) residence (58%) than elsewhere
professional | skilled worker (35%) or specialist | skilled worker (69%) or specialist
position (31%) (18%)
type of work | specialist (21%) or production production (an average physical
performed (average physical workload) (20%) workload) (31%) or specialist
(18%)
type of contract of employment for an contract of employment for an

agreement in
the workplace

indefinite period (79%) or for a
specified period (16%)

indefinite period (78%) or for a
specified period (20%)

working time

full-time (89%), part-time (7%)

fullme (97%), part-time (1%)

overtime 35% ; average of 20.4 hours and [a40%; average of 24.1 hours and 3
median of 10 hours median of 15 hours
seniority mean - 14.4, median - 12 mean - 13.9,iamed12

the nature of
work

max: work in a sitting position
(43%), work in a standing position
with low physical workload (34%)
min: work requiring a significant
physical exertion (1%)

max: work in a standing position,

, with low physical load (31%),
physically demanding work (30%)
min: work requiring a significant
physical exertion (16%)

reserve of

time (farmers)

throughout the year (10%)

throughout the year (4%)

seasonally (9%)

seasonally (32%)

Source: own elaborations on the basis unpublishanals of “Diagnosis of situation of
females and males 50+ on the labour market in Bblaeveloped within the project
Equalisation of Opportunities in the Labour Market People Aged 50+

It is clear that the conditions of employment ofrmem aged 50+ are in most
discussed dimensions slightly different than thokenen (Table 1). Women are
more likely to work in the public sector than mancompanies involved in trade,
education, health and social care and public adtnation, equally on skilled
worker and professional positions, whereas men stijnjan domestic private
companies, on skilled worker positions, in industrgnstruction, transport and
materials, and thus women do a lighter work tham.nven commute to work
more often than women, they work longer overtimarbp while women work
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more often part-time (which is often associatedhwiring responsibilities towards
their parents or grandchildren and is related te ttaditional model of the
family). It should also be noted that every thirdlenfarmer could seasonally work
off-farm (in the case of women one in ten couldtsteork off-farm seasonally,
also one in ten - throughout the year).

Also a comparison of unemployed men and women pdmtthe varied
conditions of their economic activity (Table 2).

Table 2. Main characteristics of the unemployediag®59/64 by sex

Specification Females aged 50-59 Males aged 50-64

entitled to unemployment benefits 27% 21%

average duration of unemployment  average - 40.@mson | average - 39.3 months
median - 17 months median - 24 months

job search by the unemployed 69% 78%

Source: as in Table 1.

Unemployed women aged 50-59 are slightly more Yikeligible for
unemployment allowance than men aged 50-64. Hathefunemployed women
remain unemployed for at least 17 months, half adfnm for at least 24
months. Men at the age of 50+ look for work morgvaty than women from the
same age group.

INCOME OF WOMEN AND MEN AGED 50+ IN POLAND

Women and men aged 50-59/64 evaluate their incomeha worst.
An assessment of the level of remuneration isdlktof that differentiates men and
women the strongest (p = 0.065) - a total of 45%vofmen are not satisfied with
their remuneration (15% of which are definitelytbis opinion), among men 36%
made such an assessment (10% of which are defind€lthis opinion).
A comparison of income of men and women seems piagxthese differences
(Figure 1). On average, women have an income of BRBBR, and men - PLN
1721. Half of women at their pre-retirement stagbfe get an income of no more
than PLN 1200, half of men - no more than PLN 150tese differences are
significant in a statistical sense.

Figurel. Net income of women and men aged 50-59/64*
2000 -

Mean W Median I
1000 +—
1352.22 1200.00 1720.71 1500.00
0 T
Females Males

Source: as in Table 1.* for women, n = 552 for rfleigh non-response rate - 42.3%)
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In the t-Student's t test, p <0.001. Similarly,tire median test for independent
samples p <0.001. Error bars express a standand err

The level of income is also determined by othetdisc- apart from sex
(Figure 2).

Figure 2. The average net income by sex and sdleti@acteristics of people aged 50-

59/64
Size of place of residence Ledfedducation
— Females e s
] - = Males
2000 /
1750 T oo
1500 & / rrres
; St
1250 1000+ ;'L_/_,,/
1000 = so0-
. - cies to 50 ciies, 50.200 ctiss, 200 primary and lower baslc vacational  secondary tetlary
thousand thousand thousand and
Professional situation Professional position

2500 3500-] »
— Females — Females
Males Males

2000 3000-]

1500 /\ 2500 ;
.
1000 \ 2000 /
»———8
500 A : = 1500

0| 1000

T T T T T T T T
abilty working people  unemployed  others unactive Mon-gualified  Qualified  Speciglists  Administrative  Wanagers
workers waorkers staff

Source: as in Table 1.

Figure 2 summarizes the average income studiedltsin@ously in cross-
gender analysis, and one of the other charactaristplace of residence, level of
education, professional situation. The analysis made with the use of two-way
analysis of variance. It allowed for a comparisérmen and women, assuming a
constant level of the second factor (and by analayycomparison the sub-
population with the assumption of constancy of gephdand the combined
inseparable effect of the two factors. After "sepiag” the effect of gender on the
level of income, it is significantly varied by dctors taken here into account
(Table 4). Also, incomes are significantly diffetiated by gender assuming the
constancy of the size of the place of residenee] lef education and job.
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Table 4. Results of two-way factors analysis ofasace
Other factors - specification Effect (p in test F) . -
sex other factor interaction
Size of place of residence <0.001% <0.0017 0.575
Level of education <0.001* <0.001* 0.2.3
Professional situation 0.247 <0.001* 0.022*
Professional position <0.001* <0.001* 0.028%

Source: as in Tabl. 1.

Taking into account the place of residence, rueaidents (of both sexes)
have a lower level of income than those living iies, especially large cities and
the smallest towns. The course of these differerfoesmen and women s,
however, similar (the interaction effect is nottistecally significant). The level of
education also shows no statistically significanteiaction with gender with
respect to the income level. In general, the highedevel of education, the higher
the income. While in the case of education not diigthan lower secondary,
women and men achieve similar income, in next gspipwever, differences are
greater. The interaction effect is statisticallgnificant for sex and professional
situation (and professional position). Working aradired men aged 50+ have
a higher income than women, while in the case efuhemployed the situation is
opposite (other economically inactive people dodiffer by gender). On the other
hand, taking into account the position, men and wmoim the lower professional
positions achieve similar income, while managesaatl administrative positions
are associated with higher income of men than wob@eh

FINAL REMARKS

Economic activity of women and men shortly befogtiring is low in
Poland as well as in other EU Member States forpihgulation aged 50-64 and
55-64 is higher for women than for men. Taking iccount the maximum
working age set by retirement age, in Poland tipesportion converge. About one
person in three aged 50-59/64 (and therefore efillworking age) remains
economically inactive, mainly due to a pension romaty.

Employment of women aged 50+ is characterized hghtyy different
characteristics than of men in the same age - wamae often than men work in
the public sector, trade, health care and socigistasce, education and
administration, doing work which is lighter phydiga often specialized,

1 A high percentage of non-response to the questimut the level of income should be
noted. The structure of the sub-samples of whichrme is known, however, is analogous
as far as sex and the professional situation isexmed to the structure of sub-samples for
which there is no data on income.
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particularly in the place of residence and theg ldely suffer accidents at work.
Working conditions are more difficult for men thdor women, which is
a consequence of how the roles of men and womepeauived in our society.
What is more, when unemployed men face greatecdlies in finding a new job,
although they seek it more actively and are moratially mobile. They are,
however, less likely to re-qualify or improve thekills and qualifications than
women, what reduces their adaptability in caseisihigsal, especially due to the
fact that their education level is significantlyder than that of women in the same
age group. Therefore, in a situation of possibl&rement or annuity, they take
advantage of it even more often than women. Orother hand, after retirement
they get another job more often than women - iiltegrom the necessity of taking
care of grandchildren, but also elderly parentsvbynen.

Presented picture of the professional situatiowainen and men aged 50+
in Poland is - due to the high degree of generadima simplified, however, it
allows identifying some regularities characterizithg conditions of women and
men in the pre-retirement labour market. Apart frima noted differences, the
situation of women and men is similar in many respe both groups usually work
under a contract of employment for an indefiniteiqug they are burdened with
overtime work to a similar extent, they have simikeniority, they retire at
a similar age, the assessment of working conditesredogous in both groups. The
results of the Diagnosikiowever, confirm the disparities in salaries betwe®n
and women aged 50-59/64 - even cross their prafesissituation or position, and
according to the respondents, higher salaries 4sasdexible working hours and
form of work are the most important incentives fxtending the period of
economic activity. The findings of studies and eigreces of the institutions
involved in the implementation of actions aimedta older group of employees
clearly indicate that actions aimed at delayingreatent should involve primarily
maintaining employment. As can be seen from theglies the principle of gender
equality cannot be overlooked in these actions.
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Abstract: The aim of our research is the identification atbrs affecting
labour force participation (LFP) in the EU in theays 1998-2007 with a
specific focus made on family policies. We perfailme analysis separately
for men and women, taking into account differenicethe LFP levels and
patterns observable among age and country groups. miain findings
suggest that generally the family policies arevate for the age groups 15-
24 and 40-59 in determining their LFS, while leafluential for the age
group 25-39. Nevertheless, significant differendasthe sign and the
magnitude of the influence exist between specifilicy instruments.

Keywords: labour force participation, family policies, agegp specific
effects

INTRODUCTION

Over the last few decades, the continues focus WfpBlicy making on
increasing employment was paralleled by genderifipeliscussion. The aim was
put here on improving labour force participation wbmen, relative to men.
Indeed, gender participation gap continues to gexsidespite the fact that it
decreased in the recent years. From the policyppetive, family policies were
often seen as an instrument helping to close the$ach recognition led to formal
steps taken at the European level: in 1996 the €buawlopted the so called
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Parental Leave Directive requiring from the memlsates to implement
employment-related family policies permitting t@oecile the life-work balance of
both men and women. More concrete, the directive egtablishing a minimum of
three months of parental leave on the occasiohebirth or adoption of a child.
Further steps were taken at the EU summit in Banzelin 2002. It was
recommended that by 2010 member states would imtedhildcare measures for
at least 33% of children aged under three andtftgast 90% of children between
the age of three and the mandatory school age.

Considering such policy objectives, the paper stigates empirically the
impact of family policies on the LFP of men and waymn the EU. After offering
a short theoretical background in the next sectiorSection 3 we describe our
empirical strategy, the data and analyse the wmeslitained. The last section
concludes the paper.

LABOUR FORCE PARTICIPATION AND FAMILY POLICIES —
A THEORETICAL VIEW

Determinants of labour supply

In the static labour supply model [Blundell and Mad@y 1999], one can
expect a diminishing demand for leisure following iacrease in earnings from
work. This is because the relative value of workréases with respect to leisure.
This results in the so calledbstation effect, according to which an increase in the
wage rate will exercise a positive effect on labsupply. At the same time,
however, the increase in non-labour income coule lranegative effect on labour
supply, as it enhances the valuation of leisuréhencost of labour activity. This
effect is calledncome effect. Depending on the strength of the two effects,nitie
effect on labour supply is a priori unsure.

For the purposes of our investigation, it does msdese to consider the
labour supply within a family or household frametuoihis context delivers
a series of relevant considerations in terms otrd@hants of labour supply.
Indeed, for each individual within the family, thecome effect will depend not
only on the own non-labour income, but also on wagg non-wage income of the
other family members. Additionally, the decisioneoyparticipation in the labour
market could depend on other factors, like feytitiate, or labour market policy
interventions, like taxation or the family policigBlundell and MaCurdy 1999].
With this respect, the arrival of the family poéisi might result in disequilibrium,
followed by an adjustment process towards a newiliequm situation
corresponding to a higher level of labour markettipi@ation. But the new
equilibrium conditions will crucially depend on thescise characteristics of family
policies. For instance, better childcare opportasitvill incentive to increase the
labour force participation, only if the wage rat@et of the cost of childcare — is
sufficiently high to result in a positive substitut effect. On the contrary, long and
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well-paid parental leave might contribute to a sgrcand long-lasting income
effect, with the depressing effect on the life-tileeel of labour force participation.

Family policies

The broad group of family policies refers to difiat policy measures.
According to Eurostat and OECD, a distinction oftedopted is between family
allowance, maternity and parental leave, other dasfefits and daycare. Such
policies are part of a broader category of welfstede policies. But more precisely,
family policies are expected to impact in one waywother LFP of both men and
women. Indeed, they influence the time distributimtween working and family-
related activities. The direction of the precisiuence could favor either work or
family, depending on the policy design and politigaals adopted. For instance,
long and generous maternity leave schemes coultisgea negative effect on
women’s LFP, as they would sustain income effecnv@rsely, short and unpaid
parental leave should enhance LFP of both men aochem, as they would
increase the opportunity cost of staying at homth wéspect to working and
earning positive labour income.

From the above discussion it emerges that dudfeyeht policy priorities,
the average outcome of the family policies on tid@olur market will be unsure,
with diametrically different tendencies generatgdsimgle family policy measures.
More precisely, Thevenon (2011) identifies six mgoals of family policies: 1)
poverty reduction and income maintenance, 2) diremtnpensation for the
economic cost of children, 3) fostering employmditimproving gender equality,
5) support for early childhood development, andaging birth rates. Regarding
the third, the sixth and partly the fourth goal armaild expect that they should
encourage pro-LFP family policies. The remainingalgp instead, would be
favourable to policy measures diminishing LFP. €ffect here could be expected
to be stronger for women than for men, given thamen still more often assume
family responsibilities. Thus, it becomes cleatt tt@ impact of family policies is
ambiguous and as such is an empirical matter.

ESTIMATION STRATEGY

The main estimation strategy consists in estimatiog baseline model
considering different age groups and different gaplgic composition of the
countries in the sample. More precisely, our oVesaimple consists of men and
women from the 21 EU member states, observed dgnoadr the period 1998-
2007 and divided in four age groups: young (15-B49, prime-age groups (25-39
and 40-59) and old age group (60-64). In that weg,cover almost the whole
working force, but moreover we are able to obsethe between group
heterogeneity that is perceived when looking atsihecific determinants of labour
force participation of men and women.
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Concerning the empirical strategy, after compatirggresults from different
procedures, we decided to present the outcomes inettafrom the
heteroskedasticity robust pooled OLS and from EassLS (FGLS). The choice
of pooled OLS is driven by the fact that we wanéexplore the panel dimension of
our dataset and at the same time account for ang@@nd country group effects,
in addition to time dummies. In that vein, we caiesipooled OLS superior over
fixed or random effect estimations that would sseme degrees of freedom, but at
the same time would cancel out group specific &fféttat do not vary over time,
yet are of interest for our conceptual frameworlorbver, we checked for the
first order serial correlation in residuals thapeared to be a potential issubn
this case, wheB (u,u’) # 021, it is reasonable to make use of feasible GLSerath
than pooled OLS (Wooldridge, 2002). For this reasafter the first set of
estimations, in which we compare FGLS to pooled @&sSults, we configure our
main estimations around the former method.

The model

The baseline model to estimate, each time separéidel men and for
women, is given by:

Prat = B1 + X'katBz2 + YiarBs + Z'katBa + €xar (1)

where p,;: refers to the labour market participation ratdhesi of men or of
women in country k, age group a and at time t. Kbeéess, in order to investigate
more precisely whether there is some specific imgaming from our family
policy variables on full-time participation, we cpare the estimations using
alternatively overall and full-time LFP rates. Mgreecisely, overall LFP measures
the average rate for men and women involved ineeifhart-time or full time
employment. Instead, full-time LFP refers to thbsing actively involved in full-
time employment (or search thereof). In vec®ys;, Yiq: andZ,,, we classified
our explanatory variables that, respectively, midig labeled as standard
determinants of LFP considered in the past liteeator they refer to the public
expenditure on family related policies, or, finaltiley include age-group, time or
regional dummies, depending on the specification.

More precisely, among the standard determinantfjoesi were usually
considering some measure of potential earningsrdleroto account for the net
outcome of two opposite effects, substitution dff@ed income effect, operating
when persons are to choose between being actinet@n the labour market. The
positive net balance between the substitution aedme effect will determine
higher labour market participation [Blundell and Gady 1999; Klasen and
Pieters 2012]. Such effect might be expected tstbhenger for women than for
men, given that the former belong relatively mofteroto the not working part of

! For the reference on the methodology used, sekkBriD. M. (2003) Testing for serial
correlation in linear panel-data models, Statadalu, 168 — 177.
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the population, for which the increase in wagesvgkes only the substitution
effect to operate [Klasen and Pieters 2012]. Thablpm here is, however, in
choosing the appropriate measure of the poterdiairgs. Taking average wages,
observed for a specific age group, they reflectatial earnings of the working
population, so they more likely match the skillsdathus self-selection into
a particular group rather than determining the sieni to participate or not.
Moreover, it might be argued that not the level &itincrease in wages might be
more incisive in influencing the decision to pagate? As a proxy measure of
potential earnings, the past literature used som@saores of educational attainment
of each particular age grodpOur choice was to apply both the growth rate of
wages and two measures of educational attainmantely, the percentage ratio of
persons with the secondary school and univerdigyrement to the total population.

Other standard determinants comprise fertility ,rg@t-time employment
and unemployment rate. Regarding fertility, it t@nargued that becoming parents
(mothers or fathers) should potentially influente tchoice between assuming
family responsibilities and market activity. In panlar, the intensity of tasks
connected with the parental responsibilities ma&keepts leave the job market at
least in the very first period of the child’s lifielowever, the role played by public
policies aiming at reconciliation between work afainily would justify the
positive association between fertility and labouarket participation [Sleebos
2003]. For women, the past literature on the lirddween LFP and fertility
provides more evidence that there would be a negatssociation between both
[Xie 1997; Kumar et al. 2006]. Additionally, Gene¢ al. (2010) find that such a
negative impact is only observed, if country specdoefficients are allowed.
Nevertheless, the reversal causality has been ials@stigated. Accordingly, in
a study related to the UK women’s labour markettigipation and fertility,
McNown and Ridao-Cano (2005) find some evidencdicnimg reversal causality
existing between the two variables. For men, bathceptual and empirical
framework is missing, but we believe that similaguanents as for women are
valid - all the more in a context of an increastagdencies towards equalization
between men and women. In our investigation, tiuesadopt the hypothesis that
fertility might determine the decision to partidipaof both men and women.
Moreover, we believe that this association is valithin the same year, but to
cope with the endogeneity issues, we estimatedoaseline specifications with
fertility instrumented with its lags. The resultsnfirmed the ones obtained without
the instrumentation.

2 Additionally, not the increase in real but in nomli wages might be more important in
practice, given that this kind of information is macavailable for an average potential
worker.

3 For the discussion of this and other determinaseg, Genre V., Gomez Salvador R.,
Lamo A. (2010) European women: why do(n't) they kyokpplied Economics, 42, 1499 —
1514,
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Regarding part-time employment, the opportunityréduce the working
hours could additionally alleviate the balance leetw family responsibilities and
working [Genre et al. 2010]. Nevertheless, we ekfiet the inclusion of the share
of the part-time employment as an indicator of qiane opportunities might be
sub-optimal. This is because the share of the hpar&time employment might
not exactly correspond to the underlying framewaork part-time jobs being
available on the market. Moreover, there might teaiglogeneity problems when
including both part-time and unemployment varialidlecause both could result
from similar economic causes related to the businegcle situation. This
notwithstanding, to remain coherent with the pagerdture, in the first
specification we include part-time employment.

Finally, unemployment rate is aimed to measure pifevailing economic
circumstances and business cycle developmentscthéd in principle have also
some influence on labour force participation patefBover and Arellano 1995;
Genre et al. 2010].

We focus on different types of family related p@g included in
vectorY,,..* Among them, we consider public expenditures asasesbf per head
GDP given as family allowance, parental leave, otash benefits and daycare
assistance. In the first set of estimations, wesitmm such policy variables
irrespectively of the age group. Subsequently, Maweand given the strong
evidence showing the importance of age group @iffees, we interact each of the
family policies with the three age group dummiesmely, for the groups 15-24,
25-39 and 40-59.

Finally, vectorZ,,; includes all remaining variables and, in particula
different dummy variables. More precisely, we im#@uear dummies and — when
suitable - age group dummies.

Data source and variables’ definitions

Our major source of data constitutes Eurostat fhravides extensive
statistical information on labour market variab{gxluding the aggregated data
from the Labour Force Survey), on education anthitrg, on income, social
inclusion and living conditions as well as on sbgeotection. Additionally, we
referred to the OECD Social Expenditure databasm fiwhich we obtained the
information on public expenditure on family.

The variable of interest in our analysis referghslabour force participation
rate, measured as an annual average separatehefoand women. This is defined
as active persons in percentage of same age totallgiion, where active

4 We have data on family related policies both aggred and separately for different
instruments. In our regressions, we concentratdifterences in the influence exercised by
each single instrument, so we include only disaggped variables. This notwithstanding,
we run also the regressions with the aggregatedhiarthat - probably due to differences
in the direction of influence between single instants - was almost always insignificant.
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population comprises actually working and unempdboyeit currently searching
work persons. Alternatively, in order to disentangffects that are typical for full-
time labour market participation, we consider twotlier dependent variables,
namely, overall LFP and full-time LFP. The formsrdefined as the average (over
men and women) labour market participation rategredis the latter expresses the
residual rate between the overall LFP and thetpag-employment rate.

Wage growth rate expresses the percentage chantiee inominal wage
index on the previous period. We include an edonati variable, being the
percentage share of the population with the secygndad tertiary educational
attainment. Those variables are gender specifcummain estimations, whereas
they are averaged over genders, when we estimateghations for overall and
full-time LFP.

Fertility rate is measured for each age group asnimmber of births to
mothers of each group to the average female populaf this group. Given the
endogeneity concerns expressed before regardinijtyferwe instrument this
variable with its lags, as well as by includingaxiable expressing the number of
children below 15 years for each woman in a giveary

The part-time variable expresses the part-time eympént as percentage of
the total employment. Regarding our measures ofetttnomic conditions, we
included the unemployment rate of the total popatat

The original family policies variables refer to fodistinctive categories of
public expenditures expressed in current US $ RigPdead of population. The
four categories include family allowance, materratyd paternal leave, other cash
benefits and, finally, day care / home-help sewsiicBevertheless, given the
differences in the degree of economic developmtlhtegisting between the EU
members, to enhance the interpretation of our t&swk transform the per head of
population variables into per head GDP measuresthiBoend, we retrieved the
data on GDP per capita and on population from R&arid Tables (variables cgdp
and pop from the version 7.1 of the database).lligjrel the policy variables are
expressed in terms of natural logarithm.

In Table 1, we show the descriptive statisticsrréfg to our dataset. LFP
variables confirm the discussion offered in thevimes section that men are on
average more active than women. On the contrarynemo are more often
graduating from the tertiary education, whereasaegntly no difference can be
observed regarding the secondary educational atéaih The remaining variables
are not gender specific.

Overall, we have the maximum of 840 observations.fér some variables,
like fertility, this number shrinks to a little merthan 618. Finally, the panel is
unbalanced, as for some variables (educationdhatéant in particular) there are
some observations missing in particular years. ssresults, for our estimations
we have around more than 430 observations, ifthieeesample is considered
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Table 1. Descriptive statistics

Obs. Mean St. Dev. Min. Max.
LFP men 840 65.3 26.5 9.3 97.0
LFP women 840 53.4 25.2 3.1 91.4
LFP overall 840 58.4 25.5 6.8 92.8
LFP full-time 798 51.1 28.9 0.0 90.3

Standard determinants:
Wage growth 840 1.70 0.80 -0.1 4.7
Uni men 738 0.28 0.11 0.001 0.64
Uni women 738 0.39 0.17 0.002 0.94
Sec. edu. men 742 0.56 0.17 0.013 1.43
Sec. edu women 742 0.60 0.18 0.015 1.17
Fertility 618 0.04 0.03 0.001 0.1
Part-time 798 8.50 9.30 0.7 60.8
Family policies:

Family allowance 828 114 1.20 8.6 13.7
Parental leave 828 10.1 1.50 6 12.4
Other cash benef. 788 8.80 2.10 3.8 13.6
Daycare 828 10.9 1.50 7.4 13.5

Source: own calculations
Results

Comparing the outcomes reported in Tables 2 anthe8results from the
pooled OLS and FGLS estimations seem to broadligatel the same direction of
impact. In particular, among the standard deterniaof labour force
participation, wage growth doesn’'t seem to prodame significant effect. Instead,
the educational attainment variable in terms of tdréiary education has a clear
negative impact especially on women’s LFP. Thishnlge explained with the fact
that through the university education women proltimgr staying outside of the
labour market even for a time going beyond the@idgation: once completed the
studies, they decide to set up family and becoméhens. For men, this effect
doesn't appear, although they seem to take some ¢iai on the occasion of
offspring, as the fertility variable would suggesinally, the part-time variable for
both men and women (with a stronger effect for wortlean for men) suggests
a positive impact on the LFP. Nevertheless, as iowed before, this variable
might be somehow misleading, as it measures thealacates of the part-time
employment and not the job market opportunitiegpfnt-time occupation. For that
reason, we do not include this variable in theraitve specification.
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Table 2. Determinants of men’s labour force pgvttion in the EU

oLS FGLS oLS FGLS
Sandard determinants:
-0.212 -0.120 -0.553 -0.334
Wage growth (0.460) (0.173) (0.450) 0.173) *
Uni 0.968 -0.824 -0.688 -1.195
(3.012) (1.331) (3.145) (1.408)
S ol -7.364 -4.864 -1.680 -0.464
(1.829) w* (0.780) **  (1.689) (0.862)
Fertility -45.220 -45.426 -90.769 -86.068
(23.587) * (14.694) **  (25.154) *** (13.363) ***
Unemployment -0.077 -0.002 -0.112 -0.046
(0.091) (0.042) (0.083) (0.040)
Part-time 0.394 0.396
(0.046) *** (0.032) =
Family policies:
Family allowance 1.058 0.348 0.544 0.199
(0.455) ** (0.203) = (0.456) (0.183)
-0.734 -0.303 -2.234 -1.181
Parentalleave  ‘og3) = (0152) *  (0.374) ** (0210) **
0.704 0.595 0.651 0.477
Othercashbenef. o144 =  (0084) ** (0.167) ** (0.084) **
Daycare -1.052 -0.876 0.740 0.240
(0.365) ** (0.183) **  (0.470) (0.213)
Other
Age group dummies yes yes yes yes
Time dummies yes yes yes yes
R2 0.939 0.928
Wald 12607 15906
N. obs. 438 438 450 450

Note: *, ** and *** refer to 1%, 5% and 10% sigrifince level, respectively. OLS means
estimation the pooled OLS model, with heteroskedastobust error terms. FGLS —

feasible GLS model for serial correlation. Collingatests were applied, checking for and
excluding all variables with VIF higher than 10.darenthesis standard errors are reported.

Source: own calculations
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Table 3. Determinants of women'’s labour force pidtion in the EU.

oLS FGLS oLS FGLS
Sandard deter minants:
Wage growth 0.369 0.390 -0.152 -0.923
(0.608) (0.402) (0.644) (0.330) **
Uni -9.691 -9.257 -7.729 -5.025
(2.790) ** (1.904) **  (2.798) **  (0.433)***
Sec. edu 2.415 -3.309 12.649 9.087
: ’ (3.259) (1.806) * (3.241) *** (1.765) ***
Fertility 44.997 113.921 -109.113 -77.823
(35.697) (25.375) ***  (37.857) ** (24.150) **
Unemployment -0.379 -0.029 -0.567 -0.376
(0.125) == (0.083) (0.127) *== (0.073) ***
Part-time 0.822 0.851
(0.054) **=* (0.041) ***
Family policies:
Family allowance -0.440 -0.486 -1.030 -0.299
(0.652) (0.333) (0.689) (0.328)
Parental leave 2.423 1.872 -0.626 -0.256
(0.372) **= (0.242) == (0.534) (0.216)
Other cash benef -0.276 -0.487 -0.345 -0.830
’ (0.217) (0.138) **=* (0.261) (0.140) **=*
Daycare -2.091 -1.576 1.536 0.839
(0.603) *= (0.340) **= (0.692) ** (0.278) *
Other:
Age group dummies yes yes yes yes
Time dummies yes yes yes yes
R? 0.793 0.730
Wald 4494 8101
N. obs. 438 438 450 450

Note: *, ** and *** refer to 1%, 5% and 10% sigrifince level, respectively. OLS means
estimation the pooled OLS model, with heteroskedastobust error terms. FGLS —

feasible GLS model for serial correlation. Collingatests were applied, checking for and
excluding all variables with VIF higher than 10.darenthesis standard errors are reported.

Source: own calculations

Regarding the family policy variables, they seem have significant
influence on the LFP of both men and women, howewdth some degree of
variability between different forms, genders andremnetric specifications. In
particular, for men family allowance has a positirapact. Parental leave
maintains a negative influence. The clearest pesitifluence comes from other
cash benefits that seem to stimulate men’s LFRmMas conclusion is valid also
for women. Additionally, the daycare assistancarseto play also a significantly
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positive and strong influence in enhancing woméatsur involvement. Instead,
no clear statement can be made for family allowaand for parental leave
variable.

Table 4. Determinants of labour force participation men and women — age group
specific effects

Age Family policies Man Woman
Family allowance T =l
(0.509) ** (0.473)**
Parental leave -5.819 -6.500
15 - 24 (0.161) *** (0.259)***
Other cash benef. e DS
(0.182) *** (0.203)***
Daycare 2.881 4.399
(0.436) *** (0.436)***
Family allowance dLa(913 LU
(0.256) *** (0.334)**
Parental leave -0.255 0.769
. (0.173) (0.306)**
Other cash benef OigER e
©(0.083) (0.174)***
Daycare -0.636 -0.422
(0.246) ** (0.382)
Family allowance oo s
(0.239)* (0.874)**
Parental leave -0.799 1.955
40 -59 (0.092)*** (0.485)***
Other cash benef el L
T (0.073) (0.262)
Daycare 0.965 3.635
(0.195)%** (0.831)%**
Age group dummies no no
Time dummies yes yes
Wald 18628 8608
Observation number. 450 450

Note: *, ** and *** refer to 1%, 5% and 10% sigriéfince level, respectively. All estima-
tions were run according to the FGLS model, acdognfor heteroskedasticity and serial
correlation. Collinearity tests were applied, chiegkfor and excluding all variables with
VIF higher than 10. In parenthesis standard emoeseported.

Source: own calculations

Given, however, remarkable differences in the laldotce participation of
both men and women and between age groups, wermedofurther estimations
trying to disentangle such age-group specific effe€ family policies. The results
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are summarized in Table 4 where we report the wieft estimated for the

interaction terms between the family policy measuaed the three age-groups
dummies. For brevity, we do not report the residtsthe standard determinants.
Summarizing the results, independently of the agamand country group, family

allowance exercises negative effect on labour feaicipation. This is true for

women and almost true for men, except for the cdde first prime-age men

group for whom enhanced participation due to paleleave appeared to be the
case. Also rather clear pattern of influence cdadcconfirmed for maternity leave
that for women contributed to more intensive labfouce participation. Other cash
benefits were influencing men almost always posiyivwhereas the evidence for
women is mixed. Finally, similar but the reversenaasion regards the daycare
expenditures.

CONCLUSIONS

The importance of enhancing LFP of women and —tedldo this — of
closing the gap in the labour market participatimtween men and women has
been often confirmed in the European and natioodypmaking. One of the ways
to achieve such goals is supposed to be througluatiy designed family
policies. Nevertheless, due to a variety of othealg often assigned to family
policies, the achievement of higher LFP is not eextu

Our study confirms generally that family policy \adiles have some
significant influence on the LFP of both men andnea. There seem, however, to
exist differences between different forms, genderd age groups. In particular,
family allowance has a positive impact for men. dpgal leave exercises on
average negative influence. The clearest posiffeeteon LFP of men and women
comes from other cash benefits. For women the dayassistance seems to play
a particularly important role in enhancing theiodar involvement. Also between
the age groups differences in the influence perg#tereas family policies were
effective for the youngest women and women in the group 40-59, the impact
on the intermediate age group was very moderate.

From the policy perspective, thus, the establishnoémparticular forms of
family policies should first of all clearly set tipeecise goals to achieve. Moreover,
if the goal is the enhancement of labour forceigigetion of women, the precise
design of policy measures should account for dicpnit differences in
effectiveness of such policy schemes.
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Abstract: Open pension funds have existed on the Polismdiad market
since 1999. They are institutions which create tiégket by investing part of
their members’ superannuation. So, it is diffidolbverestimate their signifi-
cance from a social point of view. Authors havespraed results of quantita-
tive investigations of the share of pension fumdshis market from 2001 to
2012. Main attention is concentrated on WSE becpassion funds invest in
stocks and bonds (government, municipal etc.)diste the Polish exchange
and these securities are the principal compondnted portfolios.

Keywords: assets, bonds, household savings, stocks, opsiopdnnds

INTRODUCTION

The reform of the pension system in Poland starntd®99 with the creation
of open pension funds. Since then, the funds més&etundergone significant con-
solidation. Currently, there are 14 open pensiord$uon the market. Still incom-
ing contributions result in a systematic increasagsets that are invested in the
capital market. On the one hand, it results inn@ngiase of capitals set aside for fu-
ture retirement benefits, on the other hand, itrdoutes to the development of this

! Research conducted under the National SciencereC@mnaint No. 2013/09/B/HS4/00493
»Analysis of Open Pension Funds Market as Compéaoethe Open Investment Funds
Market Functioning in Poland”.
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market. In this article, the second aspect of thetioning of pension funds over
the years from 2001 to 2012 is shown in summarye Wbrk is more qualitative

than quantitative. No econometric or financial oadors are calculated, while the
focus is on showing the importance and impact @nhopension funds on govern-
ment debt, savings of the society and Warsaw Skoalhange. Quantitative ap-
proach can be found in [Chybalski 2013, s. 77-89%wicz 2012, s. 306-322] as
well as the comparison of open pension funds amth-emd stable funds markets
was done in the work [Karpi@ebrowska-Suchodolska 2012, s. 91-110].

CHANGES OF THE ASSETS OF PENSION FUNDS

In contrast to the type of collective investmergtitutions of open invest-
ment funds type, pension funds have a guarantggulysaf payments. Thus, their
marketing activities are aimed only at persuadimgjviduals starting their em-
ployment to choose a particular fund, or stop egstmembers from changing the
fund. In practice, few people consciously makelacsion and rely on the result of
drawing. Transfer of members is relatively small.tAese factors contribute to the
fact that, from the start of their activity, busiseassets invested in pension funds
grew steadily. Changes over the years 2001-2012hemen in Figure 1.

Figure 1. The value of open pension fund assetsomsands PLN (as of 31 December)
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In absolute values, the growth of assets looks ésgive, except for the year
2008 [Sawicz 2012, s. 306-322]. However, a closek lat the changes shows
a slightly different picture. As it turns out, thege of changes of assets shows a de-
cline with a clear minimum caused by the financigis. In recent years, the pace
of changes has undergone a significant depreciatiam, primarily due to chang-
es in the amount of transferred contributionshtiidd be clearly pointed out that
changes in assets result not only from the amotipaigments. They are also de-
termined by investment performance. At this points difficult to separate the
two factors, but the influence of the latter wasisige during the outbreak of fi-
nancial crisis. Dynamics of changes in the assegsribed with chain indices (year
to year) is as follows (Graph 1).

Graph 1. Dynamics of changes in open pension fgsdta (in %)
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It can be seen that year-on-year growth rate ofosiep decreased with
a marked decline in the year initiating the crigifter a short term growth, another
decrease follows. This time, a large part of tlésrdase is caused by limited con-
tributions transferred to pension funds. Howevema optimism is introduced by
a comparison of open pension fund assets with dvengs of Poles [Chybalski
2013, 77-89]. As shown in Graph 2, these assets havincreasing share in the
savings, and most importantly, are steadily growing
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Graph 2. The proportion of open pension fund asedtse savings of households (in %)
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Graph 3. The value of public debt and open perfind assets invested in bonds (in bil-
lions of PLN)
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It is worth noting that the crisis and reductiontioé premium affected the
share of assets in the savings to a small extdéro@se, it is the cumulative effect
of changes in the assets of pension funds and egoremnditions as well as a de-
cline in savings as such. It is worth referringthie State's obligations to society,
because it is a basic economic indicator, projgadimits credibility. First of all, an
increase in public debt goes hand in hand withribeeased involvement of funds
in government bonds. The mutual relationship isnshby Graph 3.

Therefore, the portfolio of debt securities is arse of assets from which
the liabilities of the state are financed. Thehristthat it concerns payables to em-
ployees. It does not change the fact that theyaretate but citizens’ money. The
retirement scheme is based on the need to buiidgathat will form the basis of
future pensions. Compared to the Social Insuransttution, the money in the
open pension funds is real, and is not merely ardeexpressing the State’s prom-
ises.

Figure 2. The structure of pension fund investnpamtfolios
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OPEN PENSION FUND VERSUS WARSAW STOCK EXCHANGE

Open pension funds cannot take too much risk iir theestment risk. The
proportion of equities traded on the public maikdimited by law to 40%. Other
assets are invested in safe financial instrumanginly in bonds (government,
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municipal, corporate). The structure of investmpaittfolios is presented as fol-
lows (Figure 2):

Depending on the year, the share of stocks is mouna 30% and the bonds
between 60% -70%. Therefore, these instruments thenbasis of investments
made by pension funds. From the point of view @ 8tock Exchange, they are
a major investor. Their share in the market caga#ibn is shown by the next fig-
ure.

Figure 3. The proportion of shares from the poitfof open pension funds in the stock
market capitalization (in %)
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If we combine the changes in market capitalizatwer the years, this situa-
tion is as follows. Again, the impact of financiaisis can be observed, but as of
2008 a dynamic increase in the open pension fundbea capitalization of the
Stock Exchange follows. It is so large that it cainbe ignored. Due to statutory
prudential requirements, pension fund investmeatsaot be and are not too risky.
As a result, they are limited to large liquid comigs. Furthermore, the invest-
ments are not made overnight, mainly because af¢ake of purchases. Assuming
somewhat arbitrarily that the characteristic perafdchange in the portfolio is
comparable with the period of payment of pensiomriioutions, i.e. it takes place
every month, the graph below shows a 30-day aveyhgéG 20 index.

It is clear that the share of assets invested uitieq is steadily growing.
What's more, the crisis has very little impact be situation - only within one
year. It can be inferred from this that pensiondiiare extremely important inves-
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tors shaping the image of the stock market. Theigue considerations show that

they also influence the capital market. It can bgued that their presence has
a stabilizing effect on the stock exchange tradmthe sense that changes in capi-
talization would have been greater without the gmes of open pension funds.

Large variations of turnover, capitalization anétcerare always destabilizing fac-

tors, and, therefore, negative from the point efwiof the investors and the stock
exchange.

Graph 4. A 30-day moving average of WIG 20 inde20®1-2012
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CONCLUDING REMARKS

In conclusion, one can express the hope that répehtical turmoil" around
pension funds will not lead to their eliminatiorhi§ would have a huge negative
impact on the Polish capital market, not to menttenfinancial condition of future
retirees. A statement issued by one of the ratysmeies proves that the liquidation
of the pension insurance segment would also hanegative impact on the credit-
worthiness of Poland, leading to an increase irct® of raising capital on capital
markets for many years. Previous sentences weteewin May 2013, now it is
known what is the government's decision on theréutf open pension funds -
they have been significantly ‘curtailed’ by the tpaf portfolio including govern-
ment bonds. This is not a polemical work, but adewy to the authors, such a de-
cision, in fact, means the liquidation of open pem$unds, because it was decided
that they would be prohibited to invest in someusities available in the capital
market. This is unique in the world. Open investhfends can buy government
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bonds but not pension funds. So, how should thdy dsafe and relatively stable
portfolio of equity securities without bonds, asmkntary Markowitz model must
take into account so-called risk-free instrumentgjally identified with treasury
bonds?

Graph 5. Shares of the companies that form a coemaf open pension funds as com-
pared to the capitalization of the Warsaw StockHaxgie
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Source: own study based on the Financial Supervisighority and the Warsaw Stock Ex-
change data. * status as of quarter 2
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Abstract: The program for pension system reform, launcheébeabeginning
of 1997 in Poland, was called by its authors “Siguhrough Diversity”.
This title emphasizes that pension reform, whicldésigned to guarantee
security for the insured, has to combine pay-asg®pillar together with
mandatory, fully funded pillar as well as voluntafynded pillar. This paper
discusses consequences of the changes implementi iyear 2013 and
consequently analyzes the changes in the composifithe pension funds’
portfolio, in particular the prohibition of investi in debt securities issued
and guaranteed by the State Treasury.

Keywords: open pension funds (OFE), pension system reforontfgdio
effectivity, investment strategies

INTRODUCTION

Reform of the pension system in Poland, which tptaice in 1999, was a
symptom of new and complex thinking about socialicgpoand economy as
integrity instead of treating them as opposingessrhe original reform replaced
the one-pillar — pay as you go system (PAYG), lyttiree-pillars funded system,
based on the general rule that expected discowedof withdrawals from the
system equals discounted sum of payments enlargétkelreturn on capital. Such

! Research conducted under the National Sciencee€c@&nant No. 2013/09/B/HS4/00493
»+Analysis of Open Pension Funds Market as Comptoélde Open Investment Funds
Market Functioning in Poland”.
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system intends to provide pensioners adequate imammpared with the level of
wages, which they had been obtained during théivigcin the labor market. This
program of the pension system reform was calledsbguthors “Security through
Diversity” [Security 1997].

Under the system introduced in 1999, pension benefinsist of three
pillars. The first and second pillars are univeesadl mandatory, and the third one
voluntary. The first pillar remained to be pay-asngo financed, whereas the
second and third pillars are to be funded. In R&YG system was downsized and
converted to a “notional defined-contribution” srst, forming the new first pillar.
In both the first and the second, funded pillarntdbutions are registered in
individual accounts, and the pension benefit depeml contributions paid, not
contributions that were déie

The second pillar is the base for the creationpéOPension Funds (OFE in
Polish: Otwarty Fundusz Emerytalny). Each partiotpes allowed to choose its
fund, and is also able to change funds with noghar penalty after a statutory
minimum of 12-month period of contribution to a furEach person can select
only one fund. There is free choice between th@$uwhich means that pension
funds are not permitted to reject entry or restifiet right to transfer to another
funds, either directly or indirectly, through thmgosition of fees. Pension funds
operate like other open mutual funds. However teBectiveness is evaluated due
to the average return of all pension funds.

The first manipulation in original pension refornrasvmade in 2011 when
the contribution to pension funds was reduced fiaB8% to 2.3% of monthly
wages. The new law, which went into affect in Faloyu2014, shifts 51.5% of the
assets, held by the OFEs (about 150 billions PloNjhé state-run PAYG pension
system i.e., to the Social Insurance Institutio$, including all debt securities
issued and guaranteed by the State Treasury. Aogotd the new regulations,
pension funds are no longer obligatory and eacHamag person has four months
every four years to decide whether 2.92 percenheif income goes to a chosen
private fund or to ZUS. The overhaul of the pensgstem also concerns changes
in the OFEs’ investment portfolio since private gien funds are no longer
allowed to invest in government boAd$hat leaves the pension funds with most
of their assets held in shares of companies listethe Warsaw Stock Exchange
and give them an increasingly peripheral role ia finture retirement benefits of
Polish citizens.

Therefore, the aim of this research is to analyme donsequences of the
introduced changes in the pension funds’ portf@amposition, especially the

2 Detailed description of the pension reform carfidusd in [Goéra, Rutkowski 2000],
[Hausner, 2002] among others.

3 It is worth mentioning that however President Bstaw Komorowski signed the bill in-
troducing changes to Poland's pension system seeagked the Constitutional Tribunal to
review the regulation [President 2013].
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prohibition of investing in debt securities issuadd guaranteed by the State
Treasury.

OPEN PENSION FUNDS OPERATING IN POLAND

Pension funds started to operate in Poland in 18@®ating the second
mandatory pillar of the “new” pension system. Ae theginning, there were 21
OFEs (Open Pension Funds, in Polish: Otwarty Funditraerytalny) but at the
end of 2013, only 13 open pension funds were oipgra the Polish market. In
the years 1999-2013 the number of participants thiedvalue of assets were
growing steadily. According to the Polish Financilpervision Authority at the
end of September 2013, there were more than 18l®msi participants and the
value of OFESs’ assets was higher than 292 billibN.PThe development of open
pension funds in Poland is presented in Figure 1.

Figure 1. Development of Open Pension Funds inrfelola years 1999 - 2013
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Source: own elaboration; data: Polish Financiale®upion Authority

The performance of investment portfolio is detemudinnot only by
management of the fund but also by the market tiondi The period 1999-2013
was characterized by different economic and firelrsituation in Poland. Thus we
may distinguish bull and bear markets at the WarSavek Exchange that affect
returns from investment. Figure 2 shows the rafegtorns of bonds, stocks and
OFE for the years 1999-2013. Rates of return frefst ehstruments are established
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as average of reference interest rate weighted Hey geriod when it was
obligatory? and returns from the equity market are the vafugazk index WIG

Figure 2. The rate of return of bonds, stocks @&pukn Pension Fund in years 1999-2013
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Open Pension Funds have been subject to conservativestment
restriction§ (for example: investment in derivatives is forteddand their foreign
investment is restricted to 5% of their assetsusThheir losses were not as great
as those of pension funds in other countries, tirate more affected by the
subprime crisis and its consequences. However,nBoleas affected by other
serious problems during the period of the financiasis. First, Open Pension
Funds lost a major part of the profits earned ka&irt members before the crisis.
Second, slower GDP growth led to an increase ofipdeficit and public debt as
percentage of GDP. As a result, Poland was no loimgkne with the Maastricht
criteria.

The private funds hold assets worth nearly $92obilli.e. more than one-
fifth of Poland’s gross domestic product, and areiag the biggest investors on
the Warsaw Stock Exchange [Bilefsky, Zurawik 2018loreover, due to high
market concentration, there is a lack of price mvestment competition between

4 Por. ,Plynnd¢ sektora bankowego. Instrumenty polityki pigimiej NBP”, serwis NBP,
http://lwww.nbp.pl/ publikacje/operacje_or/2012/ra@612.pdf

> Market Data. Analysis and Statisti(z013), Warsaw Stock Exchange (GPW) website,
http://www.gpw.pl/analizy i_statystyki_ pelna_wergjn Polish)

5 See [Pelc 2010].
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Open Pension Funds. In 2011 the OFEs’ commissiqnaled 553 millions PLN
while management wages totaled 981 million PL8Such situations led to a broad
critique of the pension funds in Poland. In respotts this critique the Polish
government introduced the new pension law. It eged that the transfer of
51.5% of OFESs’ assets will lead to a decrease blipdebt in Poland from around
55% to 47% of GDP. This is the main short-term psgoof the reform, rather than
providing improved financial security for retireésee, for example, [Mrowiec,
Mruk-Zawirski, 2014]).

ANALYSIS OF THE PENSION FUNDS’ INVESTMENT STRUCTURE

The reform will also lead to a change in the contmrs of asset portfolios
managed by OFEs not only due to the forced tramdfassets to ZUS, but also due
to new rules applicable to OFE investment actisiti@he structure of OFEs
portfolios, according to the Polish Financial Swpon Authority as of November
2013, is presented in the following chart (FiguyeNbte that the shares of treasury
bonds and equity instruments in the OFE portfdtiad the largest share among all
instruments and both were nearly equal.

Figure 3. The structure of OFEs portfolio in NovemB013
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7 See Emerytura kapitatowa 20117 94 z migsinie Forbes.pl, 28-03-2012,
http://www.forbes.pl/artykuly/sekcje/wydarzeniaerytura-kapitalowa-2011-94-z|-mies
iecznie,25588,1
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This paper evaluates the impact of the prohibitioin investment in
government’s securities by simulating the perforogaaf the portfolios containing
treasury bonds and shares. Therefore, we condtgymithetical OFE portfolios
characterized by different structure of sharesdisin the Warsaw Stock Exchange
and debt securities issued by the State TreasagyTable 1). We assume that the
portfolio structure is the same in the whole anadperiod i.e., in the years 1999-
2013. We also assume that superannuation in tsteybar equaled 5,000 PLN and
it was rising by 4% annually. Transaction costsamenited.

Table 1. Structure of constructed portfolios

Percentage share of Percentage share of

“— shares debt securities o shares debt securities

% o | listed on the issued and g o | listed onthe | issued and

£ O | Warsaw Stock | guaranteed by <2 © | Warsaw Stock| guaranteed by

£ £ | Exchange the State € £ | Exchange the State

o Treasury N o Treasury
100-0 100 0 40-60 40 60
90-10 90 10 30-70 30 70
80-20 80 20 20-80 20 80
70-30 70 30 10-90 10 90
60-40 60 40 0-10 0 100
50-50 50 50

Source: Own elaboration

Simulation of the returns for the whole period aof/éstigation includes
different market tendencies observed in Polandureg 4 and 5 contain compari-
sons of simulated results obtained by hypothepodaifolios and OFE.

The results demonstrates that neither portfoliotaiomg 100% of debt
instruments nor the one including only shares gdrerthe best financial
performance. It is also visible that the ratesedfim from “average” Open Pension
Fund are worse than returns from hypothetical pbo$ i.e., OFEs could have
generated better results. The portfolio contair8086 of treasury bonds and 70%
of shares obtains the best result, and the funthitong 40% of bonds and 60% of
equity instruments is only slightly worse.

CONCLUSION

Presented analysis is biased by the assumptiohartanade to provide the
simulation experiments. Although we use real date, also assume that the
portfolio structure is constant during the wholeige of investigation, and the
stable increase of superannuation. It is worth foeirtg that situation in Poland,
observed in the years 1999-2013, was charactelgedsential changes. Thus, our
simulations cover all types of possible tendenofethe Polish capital market. The
conclusion from the simulations indicates that ¢enin the program and law is
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required to achive higher returns to the most valbke part of the society i.e.,
pensioners”.

Figure 3. Cumulative return on OFE hypotheticaltfodios in years 1999-2013
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Figure 4. Cumulative return on OFE hypotheticaltfodios; investment period 1999-2013
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Therefore taking into account the new Polish goremt regulations and the
results of our simulations we state that the pitibib of investment in
government’s debt by Open Pension Funds in Pokndacceptable. It leads to an
increase of risk and decrease of the efficiencyneéstments made by pension
funds. The watchword “Security through Diversityashbeen still valid also in
construction of OFEs’ portfolios and the new gowveent regulations seem to be
contrary to future interest of the Polish pensishérhis paper calls for reform in
line with the results of this research. At the afidPoles will become pensioners.
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Abstract: The behaviour of women and men in the labour mdskdiverse.
Traditionally, men have closer attachment to tHeola market. Women,
however, have more family responsibilities. In faper, we analyse the exit
rates from unemployment for each sex separatety/fiad out that the effects
of the explanatory variables in estimated duratioodels depend upon
gender. We begin our study with a single risk hdzamodel. These
estimations are extended to a competing risks maithl two destinations:
employment and non-participation.

Keywords: gender differences, exit rates from unemploymehiration
models, hazard

INTRODUCTION

Men and women behave differently in the labour rearkdsually, men are
more involved in the labour market, and women spande time with family. It is
thought that women have a weaker position in tHesoula market than men,
especially these with young children. Women areroffiscriminated against even
if their qualifications and job-search activity drigher than for men.

The literature, which refers to the study of genidequality in the labour
force participation or in wages, is extensive (pAdfonji, Blank 1999] for a survey
of these topics). However, studies that examinferihces in the exit rates from
unemployment are much rarer. Sex is an importaniabie affecting the
movements between labour market states and it isigaificant factor in
determining the chances of finding a job. Someistuldave shown that women are
exposed to more frequent periods without work {[fte1989], [Jensen, Wester-
gard-Nielsen 1990]), and have a lower probabilityfioding a new job [Katz,
Meyer 1990b], especially on a permanent basis [E€8D].
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Numerous empirical research that study the exd@sribm unemployment in
Poland disregard the issue of gender behaviouranabour market. Most of these
studies do not consider that the effect of différfactors may depend on gender.
They point out that gender only shifts the depehderiable in econometric
models and do not estimate separate equations fam and women (see
[Landmesser 2008b], [Stolorz 2010]). The opposgipraach was applied abroad
by [Gonzalo and Saarela 2000] or [Tansels¢ia2010] and for Poland by
[Landmesser 2008a], who estimated separate hazzaadlgfor both sexes.

Our study focuses on a deeper examination of tifiereinces in the exit rates
by gender. In the paper, we analyze the flows betwabour market states and
estimate duration models for the probability of vieg unemployment. We
investigate the exit rates from unemployment farhesex separately and find out
that the effects of the explanatory variables imested duration models depend on
gender. We start our study with a single risk hdizaodel. These estimations are
extended to a competing risks model with two desitims: employment and non-
participation.

DATABASE USED IN THE STUDY

The empirical research is based on data from thmlwaForce Survey in
Poland (LFS) in 2008. The survey focuses on theasdn of population from the
viewpoint of economic activity of people, i.e. ttiact of being employed,
unemployed or economically inactive during the refiee week. Based on the
retrospective questions in LFS-questionnaire wesgaetify how long a person is
unemployed or how long he was unemployed and whdtiee exit was to the
employment or to hon-participation (“out-of-labdorce”-state).

Six mini panels were created for the study, eactthein included two
neighbouring quarters. Of all people involved ie ttFS in 2008 only those that
were in the samples 35, 36, 37, 39, 40 and 41 saexted. In the next step, from
the sample individuals who were not unemployed bsedhey either worked or
were inactive were removed. We chose only obsemstfor people of working
age. In this way the whole LFS-sample has beerndianio a subsample of 2639
persons aged 18-65, who are or were unemployeglaat for one month. At the
end of the study, these people were either empld@&d persons) or out-of-
labour-force (229) (economically inactive) or stilhssified as unemployed (2033).

Table 1. Distribution of unemployment spells bytdeion and gender

Gender Destination Total
Censored Employment  Non-participation

Male 984 (77.1%) 205 (16.1%) 87 (6.8%)| 1276 (100%

Female| 1049 (77.0%) 172 (12.6%) 142 (10.4% 1363 (100%

Source: own calculations
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The unemployment spells ended due to employment&ds for men and
12.6% for women, while those in the case of trémsiinto OLF-state are 6.8% and
10.4% respectively. (Table 1). The individual unéoyment duration (in months)
for each person built a variabderation (T). The mean unemployment duration is
12.19 months for uncensored spells and 15.06 mdotleensored spells. For men,
the average duration of unemployment is 12 monthsspells that ended due to
employment, whereas it is 11.01 months for those admpleted due to the lack
of participation. For the sample of women, the esponding numbers are 9.36 and
16.62 months.

METHOD OF THE ANALYSIS

The variable we are interested in is the duratiotinge an individual spends
in the unemployment statd)( An appropriate approach, which considers right
censoring of unemployment spells, and which costraharacteristics of
individuals that influence the unemployment dunmatis the use of hazard models
[Lancaster 1979]. The survivor function gives thehability that the duration
exceeds a momertt S(t) =Pr[T > 1] =1—F(t). t) is the probability of
surviving past. Kaplan-Meier nonparametric estimate of survivaldion is given
by M = {czl(n"r;d"), where nk — number of individuals at risk at timig,

dk — number of failures at tine
The most frequently applied demonstration of theration period

distribution is hazard function. The hazard functi® the instantaneous probability

of leaving a certain state conditional on survival time t: h(t)=%=

}%mow' The hazard functioh(t) is the limit of probability that the

spell is completed during the intervalti-dt] given that it has not been completed
before the timd, for dt—0.The hazard rates describe the intensity of ttiansi
from one state to another (for the theoretical gemlknds see [Kalbfleisch,
Prentice 1980], [Cox, Oakes 1984])).

Hazard models usually comprise present duratiothefphenomenon as a
determinant for the probability of its occurrencelalso other parameters. In the
proportional hazard models, the conditional hazatedh(t|x) can be factored into
separate functionsi(t|x) = hy(t)exp(x’'B), wherehy(t) is called the baseline
hazardexp(x'p) is a function of explanatory variables vectoCox’s approach to
the proportional hazard model is the semiparametdthod of analysing the effect
of covariates on the hazard rate [Cox 1972]. In ex model h(t|x) =
ho(t)exp(x'B) and the baseline hazakgl(t) is estimated non-parametrically.
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RESULTS OF MODELS ESTIMATION

We begin with a descriptive analysis of the duratiata. The first step is to
plot the Kaplan-Meier survival curves for all exitem unemployment according
to sex (Fig. 1A). The survival curves decline shpwt shows that either women or
men are more likely to remain unemployed.

Figure 1. Plots of the Kaplan-Meier survival cureesl smoothed hazard functions for all
exits from unemployment according to sex
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In Figure 1B we plot the estimates of the hazamtfions. The hazard of
exit from unemployment first, declines rapidly ahdn, increases for both sexes in
a similar manner. There is no difference between am women.

In many situations, there are several possibles igKailure. The competing
risks model formulation is applicable to modellitige in one state when the exit
occurs to a number of competing states [NarendnanatStewart 1993]. Since
determinants of the exit rate and their effectsedepon the destination state, we
distinguish between two possible destinations framemployment: employment
and non-patrticipation (“out-of-labour-force”-state)

In Figure 2, we plot the survival functions for ®xinto employment and
into OLF according to sex. Fig. 2A shows that ire thase of exits into
employment, women are more likely to remain unergdothan men. Fig. 2B
shows that in the case of exits into OLF, men amremlikely to remain
unemployed than women. The results achieved froenlibg-rank test for the
equality of survivor functions confirmed the findm (p-values in the Log-rank test
for equality of survivor functions are respectivél¥317 and 0.0197). The variable
gender does not distinguish in a statistically siggint manner between survival
function for exits from unemployment in any otheats, but gender plays an
important role for the exits in two separate stadestate of employment and OLF-
state.
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Figure 2. Plots of the Kaplan-Meier survival cureesl smoothed hazard functions for
exits from unemployment into employment and into-participation
according to sex
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The hazard of exit from unemployment into employtmienthe case of a
man is greater than in the case of a woman (Fiy. R& women, we can observe a
decreasing rate of the transition to employmenthasepisode duration increases.
The negative duration dependence observed for wasnggests that when the
unemployment spell lengthens, employers penalismemoby not offering a job.
Thus, women have a lower attachment to the lab@ukeh than men.

The second destination considered while leavinghftmemployment — the
non-participation state — is associated with a detsfy different course of hazard
functions (see Fig. 2D). The hazard of being ecaoalty inactive in the case of a
man is smaller than in the case of a woman ceytainé to the traditional role of a
woman as a housekeeper. Unemployed women haveategiatensity of leaving
workforce resources than unemployed men. The ax#isrinto non-participation
first, decline and then, increase for both sexe$terAfortieth month of
unemployment, women seem to be more subject taoagsr positive duration
dependence than men, regarding the exit rate ihte-<Pate. Since we use not so
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many observations for individuals that went outh# labour market, we must be
very careful with drawing conclusions regarding dlueation dependence.

The results achieved of semiparametric Cox modehasion for exits from
unemployment are presented in table 2.

Table 2. Cox regressions for exits from unemployimen

Exit from Exit into
unemployment employment non-patrticipation

Haz. Std. | Haz. Std. | Haz. Std.
Variable Ratio Err. | Ratio Err. | Ratio Err.
gender (1male) 1.107 0.095 1.453 **| (0.158 0.702 ** 0.101
Age-group
(Base age2534)
agel824 1539 **| 0.193 1.534 ** 0.235 1.554 *| 34
age3544 0.734 **| 0.097 0.671 ** 0.113 0.856 0.187
age4554 0.679 **| 0.089 0.613 *** 0.108B 0.805 o017
ageb5565 0.609 ***| 0.100 0.485 *** 0.10B 0.836 01211
Education level
(Base tertiary)
vocational 0.681 *** | 0.101| 0.593 *** | 0.108 0.888 0.233
secondary
general secondary 0.745 * 0.130 0.720 0.153 0.838 | 0.260
basic vocational 0.692 **| 0.098 0.627 ** 0.107 838 0.219
lower second. or | 0.598 *** | 0.098| 0.442 *** | 0.091] 0.984 0.273
primary
head of the 1.278 ** 0.141| 1319 * 0.188 1.243 0.220
household
living with a 1191 * 0.117| 1.124 0.140 1314 * 0.210
partner
disabled 0.703 * 0.143 0.541 ** 0.162 0.928 0.261
part time job 1.760 **| 0.381 0.859 0.330 3.252 **4 0.876
No. of obs. 2639 2639 2639
No. of failures 606 377 229
InL -4250.2 -2655.0 -1573.5

*** Significant at 1%; ** Significant at 5%; * Sigificant at 1%.
Source: own computations using Stata Statisticéti\&oe

Variables included ix are socio-economic characteristics of the indigidu
such as gender, age, education level. A compeiskg model is assumed since
there are two possible destinations. The transpiababilities are assumed to be
independent, conditional on the explanatory vaesblThe transition probabilities
for each destination can be considered as a haataf each destination and can
be estimated as a single risk by treating spedis fthish into other destinations as
right censored.
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If we analyse the exits from unemployment into ather state, we find out
that it does not persist a significant differenetieen unemployment durations of
men and women. The hazard is not dependent on geBdethe hazard of exit
into employment in the case of a man is 45.3% grehtan in the case of a woman.
The hazard of exit into non-participation in cageaanan is 29.8% lower than in
the case of a woman. The age coefficients implyt tlder people are at a
disadvantage. The older age of the individual le@da decrease of chance for
exiting unemployment into employment. For exit®inbn-participation, age does
not play a role. Higher education levels lead tosignificant increase of
opportunities to find a job, but the effects fortexnto OLF are insignificant.
Being the head of the family increases the chantdiding a job, but does not
affect the exit into inactivity. Those who live melationships are exposed to a
higher risk of non-participation. Disability leatls a strong decline (46%) of the
risk of exiting into employment. The effects foritexinto OLF are moderate and
insignificant. Looking for a part time job increasanly the risk of being inactive.

Unfortunately, in the case of variable gender tstimeated models for exits
into employment or into non-participation violatéet proportional hazard
assumption. Therefore, there is a need to estisgparate models for men and
women. In table 3 we present results of estimatidnthe exit rates from
unemployment into employment for both sexes (weiced models to the forms
with fewer parameters, all of which are signifigant

Table 3. Cox regressions for exits into employnfentnen and women separately

Exit into employment

Men Women
Variable Haz. Ratio | Std. Errf Haz. Ratip  Std. Efr.
Age
age 0.975 **| 0.006 | 0.856 *** 0.050
age”2 1.002 ** 0.001
Education level
tertiary 1.890 ** 0.537
secondary 1.438 * 0.324) 0.685 * 0.145
basic vocational 1.504 ** 0.308] 0.627 *# 0.149
lower second. or primary 0.553 * 0.168
head of the household 1.518 * 0.276
disabled 0.505 * 0.186
full time job 1.298 * 0.189 | 1.671 *%  0.268
No. of observations 1276 1363
No. of failures 205 172
InL -1278.1 -1109.7

*** Significant at 1%; ** Significant at 5%; * Sigificant at 1%.
Source: own computations using Stata Statisticétiv&oe
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As can be seen, the effects of the determinantsoti exit rates differ
between males and females. For men each additimaal of age decreases the
hazard of finding a job by 2.5%. The result is gatlg consistent with
expectations, i.e. there is a positive relationdd@fween age and the likelihood of
being unemployed. The reason for that is lower petity of older people, their
higher wage demands, as well as discriminationnatjady employers. Young
workers are those who have the highest exit rateemployment. In the case of
women up until the age of 39 the relative hazalld fnd, after that, it increases at
an increasing rate (due to quadratic age as expligneariable). As the hazard of
exit into employment for women is lower than for meyender differences in
labour force participation decreases after theqressage of 39. The employment
probability will be more equalized between men aamen when women have
passed their most fertile age. The effect of edocas also different by gender.
For men, any education level higher than primarioefer secondary is associated
with a higher exit rate into employment. For womienyer than tertiary education
levels lead to a significant decrease in opporiesito break unemployment and
exit into unemployment. Being a head of the houkkhwreases only the men’s
chances to find a job. Disabled men are at thedd@asatage on the labour market.
Women who look for full time job have a higher imsgy of transition into
employment (by 25.1%) than those who look for & pare job. Such an effect for
men is smaller but it is also statistically sigrefint.

In table 4 results of estimation of the exit rdtesn unemployment into non-
participation are presented for men and women aégigr

Table 4. Cox regressions for exits into employnientnen and women separately

Exit into nhon-participation

Men Women
Variable Haz. Ratio | Std. Errl Haz. Ratig  Std. Er.
Age
age 0.825 *+*| 0.055| 0.987 * 0.008
age”2 1.002 **| 0.001
part time job 2.760 ** 1.416| 3.778 ** 1.145
No. of observations 1276 1363
No. of failures 87 142
InL -552.6 -867.4

*** Sjgnificant at 1%; ** Significant at 5%; * Sigificant at 1%.
Source: own computations using Stata Statisticétiv&oe

As can be seen, the effect of the age on exit natesOLF-state differs
between males and females. This time, the intertditieaving the labour force
decreases with age for women. For men, the extfist decreases, then increases
with age (because the effect is quadratic in a@ejen the always higher risk of
being inactive for women, the gender differencedseno disappear as age
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increases. In the case of transitions into nonippation state there is no
statistically significant effect of education leypbsition in the family or disability,
on the intensity of exit of unemployment. We havaydound that women who
look for a part time job have higher exit rate i@aF-state than men. However,
we should remember that since we have estimateatatepequations for each sex
our results are not directly comparable when itesmo the strength of the impact.

RESUMEE

The aim of the research work was to analyse thd mafes from
unemployment for men and women separately. Finduogsirm the lower female
involvement in the labor market and a higher femadgoff from household
responsibilities.

We also intended to investigate which factors ifice the probability of
leaving the unemployment state upon gender. Ushgy hHazard models we
estimated the impact of such personal charactsisti individuals such as age,
education level, position in the family, disabilion individual's unemployment
period of men and women. The effects of explanatanables differ between both
sexes. The differences are due to the lower labwuket attachment of women in
the fertile age. In this period women are much naffected by the family related
responsibilities than men. The results obtainedwshitat drawing conclusions
when gender differences are not considered can leadmisperceptions.
Disregarding various exit states from the unempleynhtan also be misleading.

For women, the exit rate into employment is lowsrt in the case of men.
There persists the negative duration dependencedoren. However, the gender
difference decreases after the age of about 40 eXheate into non-participation
state is higher for women than for men, but thffedénce also disappears as age
increases.

The inequalities between sexes while leaving uneympént concern first of
all people aged up to 40, that is people frequenitl young children. Therefore,
a more flexible family policy would probably help teduce the effect of gender
differences.
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Abstract: We examine the contribution of married and cotebitomen and
men to the joint income of the couple. We use iitilial income data from
Household Budget Surveys for Poland in 2011 froreaanple of 16,538
married and cohabited couples. The results of aisaghow that contribution
of men to total household income is higher thantrioution of their female
partners through the life cycle, controlling fopéy of a couple, education
levels of genders and number of children. The dmmtion of married and
cohabited women to total income of the couple resaimost flat during the
life cycle.

Keywords. gender, income, life cycle, married, cohabitedipte, Poland

INTRODUCTION

The contribution of women to the household incoreebased in the
historical trends of the labour force participatmimwomen and the gender gap in
earnings. The differences in earnings of women rmed were explained in the
context of the human capital theory due to the eddfices in individual
characteristics like education, training and exgrese [Becker 1964, Mincer 1974].
More limited experience and less investment in atlan reduce the productivity
of women which translates into lower wages. Howgtlee human capital theory
does not explain the discrimination and segregatbnvomen at the labour

! The research was done in 2013 in the Project llendGvithin the Norwegian Financial
Mechanism.
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markets which are based in unexplained prejudiBesKer, 1957; Oaxaca 1973;
Blinder 1973].

The distribution of income of the couples is alspedmined by the patterns
of marriage formation. Marriages tend to form betwendividuals who are in
similar age, have similar level of education, sémistatus and live close to each
other. Akerlof and Kranton (2000) incorporated ttheory of identity from
psychology and sociology into the economic modéiwhan behaviour. Identity is
associated with different social categories and lpmeple belonging to these
categories should behave. Gender categories areciatesl with specific
behavioural prescriptions such as: a man shouldreare than his wife.

The gender identity norms explain the marriage &iiom, likelihood to
divorce, labour market participation of women, ulsttion of relative income
within households and division of home productiattivaties between partners
[Bertrand et al 2013]. The authors used data f@i01:92010 from the US Census
Bureau and 2008-2010 data from American communiitywe/. They noticed that
couples where wife earns more than husband aresdgisdied with their marriage
and are more likely to divorce.

During the last decades women improved their edrat background and
in many countries, including Poland, their edugaldevel exceeds the education
level of men. Women have fewer children and shopeniods of employment
interruptions. The gender pay gap still existhalgh it has diminished since the
1970. However, it is fairly stable over the lastades. Median annual earnings of
women fulltime workers in the United States araeuntty reported to be at 76% of
earnings of men. The situation is similar in otbeuntries. In Europe the gender
wage gap is 82%, in Australia 82% and 82.4% in OEQps 2013, p. 169].

Differences between women and men in professioqagrience still remain
significant. However, human capital variables explao more than 20-35% of
differences in earnings [Plantenga, Remery 200&reMmportant factors are the
horizontal and vertical occupational segregationd ahe wage structure.
Historically, women tend to work in different oc@ins and industries than men
and have been segregated because of that. Even witupations dominated by
women, women are paid less than men. There isaedwccupational category in
which the earnings of women equal those of men.nBwéhin organizations,
women and men with similar level of education anthg the same work are often
assigned different job titles and work in differgiatrts of company.

The gender pay gap tends to widen with age. Iniglier in the public sector
than in the private sector, higher for married eypés and significantly lower for
singles [Plantenga, Remery 2006; Wechselbaumertéiitbmer 2005]. Ahituv
and Lerman (2011) examined the relationship bety@estability, wage rates and
the marital stability. They used the panel datanfidational Longitudinal Survey
[NLSY79] in which individuals were interviewed ir934-2006. They have pointed
out that married men work longer hours, work harderthe job, have lower
absenteeism from work, and are less likely to bedfithan single men. Married
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men have higher wages than single men. Men in fivefrmarriage have higher
wages than those in their second marriage and aidomen have lower wages
than married or remarried men. The difference m®es with age and is similar
among men with different levels of education.

Maitre, Whelan and Nolan (2003) use European CamtsniHousehold
Panel (ECHP) data to look at the income contributd the female partner to the
household income in twelve European countries. rmedrom work of each
individual includes wage and salary earnings adfiesaployment income. The
mean contribution of women to the household incdondfull time working men
and women in the ECHP 1996 study oscillates frofb 32 Greece to 41% in the
Netherlands. For the part time working women, taetGbution of women to the
household income stretches from 17% in Greece # 28 Denmark. For the
couples with no children the mean contribution ainwen varies from 23% in
Greece to 35% in Denmark and UK. But for coupleth\8i children below 6 years
of age the mean contribution of women to the hoolskincome was less than 20%
and only 7% in Germany.

When a woman has attained a tertiary educationctwtribution is greater
than for the secondary or lower than secondaryl lefveducation. For example, in
Portugal the contribution of women to the householtbme reaches 20% for
primary educated women, 28% for secondary educated42% for tertiary level
of education of women. For other countries the worcentribution rate is about
30% for tertiary education and is higher by abdupércentage points than for the
secondary level and about 20 percentage pointthéolower than secondary level
of education [Maitre, Whelan and Nolan 2003, pp22®

Women contribution to the household income is hétjlier young couples in
the age below 30. In every case the contributiotheffemale partner increases
systematically with total income of the househdtdmale income plays a role in
influencing whether a household is poor or not. Bhare of poor households
below 60% of the median household income is 30%enmark and 27% in the
United Kingdom when a female partner does not @&aame. When the female
income is added to the total household incomesttaze of poor households falls
to 2.6% in Denmark and 9.9% in the United Kingdaral¢ulated from Table 8 in
[Maitre et al., 2003]).

Soobedar (2011) analyses the trends in the rel&araings of men and
women in the household between 1994 and 2004 ibtlited Kingdom. She used
data from the Family Resource Surveys for yeargt, 19997, 2001, 2004 for men
aged 24-64 and women in partnership in the age524FBe author applied the
semiparametric approach to quantify the impactxpiianatory factors (male and
female characteristics, patterns of mating) onré¢etive position of women within
families. In this period hourly earnings in reaints increased more among the
female partners (by 32%) than among the males @y. Mhe labour force
participation increased by 0.5 percentage pointsien and by 7 percentage points
for women (p. 419).
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The main factor which accounts for the increasehia relative female
earnings share was the rising labour force pagimp of women. Alteration in the
characteristics of females accounts on averagealbout 1/4 of the rise in the
female breadwinner index, e. g. the relative fenedenings share. Increases in
returns of men to male characteristics have actedhé opposite direction.
Bloemen and Stancanelli (2008) analysed coupleBramce between 1990 and
2002 where the wife was the main earner in the ¢tmid. They concluded that
female breadwinner families are mainly observed nwkiee husbands are low
educated and face labour market difficulties.

In this paper we examine the contribution of incowfe married and
cohabitedvomen and men to the joint income through thedifele of the couple.
To do this we first construct the life cycle agmusture of married and cohabited
couples in Poland. Then we analyze inputs of incafenarried and cohabited
women and men to the household income during fleeclycle of the couple,
controlling for the education level of women andmnaad the presence of children.
We examine the relative income of women and médpoiish households based on
data from Household Budget Surveys in 2011.

DATA DESCRIPTION AND MATCHING OF COUPLES

We use the sample data for 37,099 households framséhold Budget
Surveys for Poland in 2011. The Household Budgeveys are performed by
Central Statistical Office (GUS) on a fully repretsive basis for Polish
households.

The structure of the 37,099 households samplesifoifowing:

25% of the sample consists of one-person househaidstly retired women,
not sharing income with any other person,

e 62% of households are couples with or without chifg

* 2% of all households are single parents, mostly amrwith children,

* 11% of the sample consists of households with caitgatructure: the non-
nuclear families or households with some membetgeiative to the head of
the household. They may be composed of more thanadalt man or more
than one adult woman (Table 1).

In our analysis we consider the households congisti one couple of a man
and a woman who are formally married or declariediang together (cohabited).
There are 23,141 couples in the sample (62% ofdtad number of households).
Married couples form 58% of all households (21,54@useholds) and the
cohabited couples run 4% of all households (1,59%aholds).

Out of the sample of all couples we only examineptes with two streams
of income earned by women and men. We omitted esuphen only one person
Is earning or there is an income of a child. Fynaur sample under study consists
of 16,538 couples (45% of all households). Amorentltthere are 15,237 formally
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married couples (41% of all households) and 1,3fiabited couples (3.5% of all
households and 8% of couples under study) (Table 1)

Table 1. The structure of households in Polandihl2

Count %
All households 37,099 100
One person households 9,203 25
Couples without children 6,643 18
married 9,203
cohabited 670
Couples with children 9,895 27
married 9,264
cohabited 631
Couples under study 16,538 45
married 15,237 41
cohabited 1,301 4
Single parents with children 630 2
Other households 10728 29

Source: Own calculations based on data from Houddudget SurveysXoland, 2011.

We use individual data on personal income earnenh fdifferent sources
(hired employment, self-employment, pension, faghiny married and cohabited

women and men from the Household Budget Surveyb$h households in 2011
(Table 2).

Table 2. Average monthly income of women and meihéncouples (in zlotys)

Men Women
All households 2013 1492
One person households 1868 1599
Couples without children 2037 1495
married 2006 1465
cohabited 2302 1732
Couples with children 2601 1781
married 2614 1699
cohabited 2370 1557
Couples under study 2371 1655
married 2364 1649
cohabited 2341 1716
Single parents with children 2356 1948
Other households 1610 1273

Source: Own calculations based on data from Houddudget SurveyfXoland, 2011.
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The average personal income from different souafearomen in Polish
households is lower than the average income frdfardnt sources of men. Single
women and men forming one person households earer lmcome than is the
average income for women and men in all househBleisonal income of married
and cohabited women is lower than income of maraied cohabited men, though
both are above the average income for men and woimeall households.
In couples without children the income of both womend men is lower than
in couples with children due to a higher share efigioners in the first group.
In couples with children the income of women anchrigehigher in married than
in cohabited couples.

To examine the contribution of income of married anhabitedvomen and
men to the joint income of the couple through ife ¢ycle we have to construct
the life cycle age structure of couples. To do thes first check for the age
difference of women and men in couples. Then wdyaaghow women and men
are matching in married and cohabited couples étlucation level of genders.

We define the age difference of woman and mandrctiuple as:

Age difference = age of man - age of woman

The histogram (Figure 1) of age difference of woraed men demonstrates
that the age of partners is similar in most houkiEhin Poland. Married and
cohabited men are older than women by 2.55 yearavemage (std = 3.99 and
skewness = 8.15). The difference is rarely grethi@n 8 years. However, in some
cases it may extend to 25 years.

Figure 1. Age difference between a man and a wam#ére couple (age of man minus age
of woman)
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Source: Own calculations based on data from Houddhadget Surveysoland, 2011.
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Besides age, an important characteristic of magchih couples is the
education level of both partners. Tables 3 andhbitxthe matching matrices by
education levels of partners from a perspectivewarhen (Table 3) and men (Table
4). The matrices reveal that it is easier for ntfemtfor women to find a partner
with a similar level of education, as women aredyetducated than men in Poland.

Table 3. Matching of couples by education levelvoimen and men - distribution for men

Women - education level
. . . Total
Tertiary  Secondary Vocational  Primar

Tertiary 75.6 22.0 1.9 0.5 100.0
eg{'ﬁgﬁon Secondary|  26.7 55.9 135 3.9 100.0
level Vocational 7.5 37.0 43.8 11.7 100.0
Primary 2.3 17.7 24.4 55.6 100.0

Total 28,0 37.7 23.1 11.2 100.0

Source: Own calculations based on data from HouddBwdget SurveysRoland, 2011.

The proportion of women with tertiary educatior2&% of the total number
of female partners in couples and for male partitass22%. For the secondary
education the proportion of women is 38% and 32f4rfale partners. The shares
of female and male partners in couples with primedycation are equal. The
dominated education level of male partners is vonat (36%) and for female
partners in couples it is secondary education (38%)

Table 4. Matching of couples by education levelvoimen and men - distribution for

women
Women - education level
. . . Total
Tertiary  Secondary Vocational  Primary
Tertiary 59.4 12.8 1.8 0.9 22.0
egﬂigﬁon Secondary|  30.0 46.7 185 11.0 315
level Vocational 9.7 35.6 69.0 37.8 36.3
Primary 0.8 4.8 10.8 50.3 10.2
Total 100,0 100.0 100.0 100.0 100.0

Source: Own calculations based on data from Houddhadget Surveysoland, 2011.

As far as the matching of partners in the coupleascerned, men with
tertiary education match with women of the samecatian level in 3 out of 4 of
cases. Tertiary educated woman can match a pafthiee same education level in
3 out of 5 of cases. A group of tertiary and seeoypceducated men chooses
partners with similar education in 98% of theiratathatches, whereas in case of
women it was in 90% of total choices of tertiargl@econdary educated women.
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INCOME OF MARRIED AND COHABITED WOMEN AND MEN

The contributions of women and men to the housetaill income are not
equal. In all married and cohabited couples untletyswomen provide on average
37% and men 63% of the household income. Thisioelaliffers between couples
at different educational levels, but the differen@ge not large — they alternate
around the proportion of 40 to 60 percent of thealtbousehold income for women
and men and are quite stable. Even, if both pastaer tertiary educated, women
provide 39% of the family income. This is in cooflivith the human capital theory
but in accord with the discrimination theory [Beck&957, 1964]. The proportion
of the woman income in the household rises onlynwaepartner of the tertiary
educated woman is less educated. The woman reiatieene goes up to 58% of
the household income in case of primary educatde petner. Only in this last
group of couples the income of a woman is highantmcome of a man. It is
exceptional and concerns a tiny share of the tataiber of households.

Table 5. Percent of household income contributechbyried and cohabited women, by
education level of women and men

Women - education level

Tertiary Secondary Vocational Primary
% of household income contributed by woman
Tertiary 39 31 23 27
ec'j\ﬁigt;m Secondary 46 36 29 31
level Vocational 48 38 32 30
Primary 58 43 37 38

Source: Own calculations based on data from Houddhadget Surveysoland, 2011.

Table 6. Percent of household income contributechbyried and cohabited men, by
education level of women and men

Women - education level

Tertiary Secondary Vocational Primary
% of household income contributed by man
Tertiary 61 69 77 73
ec'i\iljigtgon Secondary 54 64 71 69
level Vocational 52 62 68 70
Primary 42 57 63 62

Source: Own calculations based on data from Houddhadget Surveysoland, 2011.

The proportion of income provided by men rises @o777% of the
household income in the couples when a woman ssddacated than a man. In the
case of vocational and primary educated men thé&ribation of their income is
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above 60% of total household income. It is tru® &s couples when women are
more educated than their partners, except for ¢hiaty educated women and
primary educated men (as described above).

The above structure of relative incomes of femald anale partners in
couples concerns the average incomes of all agggrdo examine the influence
of the age of partners on their contribution tohbeisehold income we constructed
five categories of married and cohabited couplesuthh their life cycle. The
categories take into account the age of partndrighw as we mentioned above - is
mostly similar. Table 7 shows the construction aetegories of married and
cohabited couples through the life cycle of thepteuTable 8 shows the personal
income earned by women and men during the lifeecgtthe couple.

Table 7. Life cycle categories of married and cateabcouples

<35 both partners are less than 35 years old
< 45, max >= 35 both partners are less than 45yadr
but at least one is 35 years old or more
<55, max >= 45 both partners are less than 55 yddrs
but at least one is 45 years old or more
< 65, max >= 55 both partners are less than 65yadr
but at least one is 55 years old or more
max >= 65 both partners are 65 years old or more

Source: Own calculations.

Table 8: Income of married and cohabited womenraed during the life cycle of the

couple
Income Income of
Age of women and men in [monthly in zlotys] woman Number of
the couple as % of total children
Men Women household
income
<35 2441 1301 35 1.23
< 45, max >= 35 2601 1446 36 1.93
< 55, max >= 45 2209 1440 39 1.43
< 65, max >= 55 1868 1250 40 0.30
max >= 65 1814 1188 40 0.02
Total 2238 1340 37 1.10

Source: Own calculations based on data from HouddBwdget SurveysRoland, 2011.

The female partner income is lower than income afenpartner during the
whole life cycle. Incomes of women and men in cespise till the age of 45-55.
The female partner income is rising slightly fastesin the male partner income
which may be due to longer training in her humapitah As a result, the relative
income of female partners rises from 35% of theskbold income in young
couples, below 35 years of age of both partner89td0% of the couple income in
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the age of 45 and above. It gives the averagérideme of the female partner of
37% of the life cycle income of the couple.

The number of children on maintenance that is esirey with the life cycle
till the age of 35-45 seems to slow down the ingeeaf female earnings. After the
age 45, when the number of children in the fangilgécreasing, the female relative
income starts rising. This is in accord with tHe kycle theory. But the relatively
low level of women share of the couple income dytime whole life cycle cannot
be explained only by the family developments. Thenhn capital of women
should also play a role. In Table 9 we presentwbeen share in the household
income during the life cycle of couples with thengaeducation levels of both
partners.

Table 9. Percent of household income contributechbyried and cohabited women and
men, with the same education level, during lifeleyc

Tertiary Secondary Vocational Primary
Men Women Men Women Men Women Men Women
<35 62 38 68 32 75 25 77 23
<45, max>=3% 63 37 66 34 70 30 65 35
<55, max >=45 59 41 62 38 68 32 63 37
< 65, max >=5% 58 42 60 40 64 36 61 39
max >= 65 59 41 59 41 62 38 60 40

Source: Own calculations based on data from Houddhadget Surveysoland, 2011.

The contribution of income of married or cohabitedn to the joint income
of the couple with a female partner of the samecation level is higher than the
contribution of his female partner during the whiife cycle and at all education
levels of partners. The male partner share isowei than 58% (for older tertiary
educated men) and reaches 77% for primary edugatedg men. The female
partner share is rising with age through the lifele at all levels of education but it
does not exceed 41% of the total household incdwmain, the relative life cycle
income of female and male partners with tertianyoation is the most striking.

The only difference of life cycle relative incometlween women of tertiary
and lower education levels is such that tertiarycated women start with the
higher earnings in young age as compared to lagsagetl women. It is due to the
higher level of education of women than men atdfaet of the career. However,
later careers of women do not lead to an increasgomen share in the family
income during the life cycle. Finally, women witkrtiary education end up in the
age of above 55 with income that forms only 40%thaf total family income,
exactly in the same proportion as for other lesgatbd women.

The reasons are multifold. The family developmendl &hildren rearing
affect women more than male partners [Time useegufer Poland, 2003-2004].
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But the factors shaping the labor market and tBerihination practices towards
women seem to be important as well. The life cpetern of female shares in the
couple income reveals that the professional careérmarried and cohabited
women and men are not developing similarly andlehra

Figure 2. Personal income of women and men by@g@@11 in Poland (monthly in zlotys)
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Source: Own calculations based on data from HouddBwdget Surveysoland, 2011.

men women ‘

The life cycle pattern of married and cohabited wanand men resembles
the age pattern of individual incomes of all wonagrd men independently of their
marital status. This last group consists of all wonand men that either live in
couples (formal or not) in nuclear or non-nucleamilies, or live alone as one-
person household, or share their income with gileeple (relatives or not). We do
not consider children and persons being on maintenand not having own source
of income. Figure 2 exhibits the age profile ofgmeral income of all women and
men.

The difference between personal incomes of womehnaen is the biggest
in the age between 30 and 40 due to the highee sifasingle households in this
age group and the family obligations of women. Latahe life cycle, after the age
of 55, the income profiles of women and men aralfedr

Comparing the age patterns of personal incomel af@hen and men with
income profiles of married and cohabited women ar@h we demonstrate the
higher incomes of married and cohabited personstti@average personal income
of all persons (Figure 3).
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Figure 3. Personaihcome of women and men by age: all persons versused and
cohabited (monthly in zlotys)
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Source: Own calculations based on data from Houddhadget Surveysoland, 2011.

Married and cohabited men earn more from diffegmiirces during the
whole life than is the average income for all malsp after retirement. Married
and cohabited women also earn more than the averagen earns at all ages but
only till retirement. This allows for reasoning thmarriage or cohabitation and
family obligations are not the decisive factors tpng the women incomes
downwards in relation to men [Hunt 2010]. The ressof lower earnings of
women than men seem to be based in the labor méideimination of women. In
Figure 4 we compare persoriatomes of women and men by age and employment
status: hired workers versus self-employed persons.

Figure 4 exhibits the age profile of income of Hifemale workers that is
placed below the income profile of hired male waosketill retirement. After
retirement the opposite is a case. Age profilemodme of self-employed women
and men are very volatile but generally above #nels of income by hired
workers. Incomes of self-employed women sometinmegass the income of hired
male workers. In some cohorts above age 55, thiesgloyed women also earn
more than self-employed men. Thus, the self- emptyt seems to be activity
where the discrimination of women is lower thanhea hired employment.



88

Barbara Liberda, Marekgezkowski

Figure 4. Personaihcome of women and men by age of hired workerssatidemployed

persons (monthly in zlotys)
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Source: Own calculations based on data from HouddBwdget SurveysRoland, 2011.

DATA ANALYSIS

We run the OLS regression to check for the deteanim of a share of

married and cohabited women income in the houselmmdme during the life
cycle of the couple. Dependent variable is a sledrencome of married and
cohabited women in the household income (in peyctrdependent variables are:

Tertiary education of woman — According to humarpitzd theory higher
human capital of women shall raise the life incavh&vomen and their share in
total household income.

Tertiary education of man - Due to life cycle thetluman capital of men
acquired by formal education can be increased hgdp work experience of
men than women who spend some years out of labokemdringing up
children. This can lead to domination of men liégréngs in the family income.
Cohabiting of couples (versus married couples) € Tbhabiting persons are
expected to be more financially independent thamrieth ones due to less
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legally supported security for cohabiting coupleart for married couples. The
effect of cohabitation for women share in houselmmtdme may be positive.

e Presence of children in age 0-2 - Expected effectvomen share in total
household income is negative, due to very problaitdaks in career for women
in the present legal status for sharing the mdieteave by parents in Poland
(man can take only 2 weeks of parental leave).

« Presence of children in age 3-7 — The effect maynegative or positive
depending on institutional basis and particular kmorganization for working
mothers in specific industries and firms.

Life cycle age categories of couples:

e age35-44 - if both partners are less than 45syadr

but at least one is 35 years olthore
* age45-54 - if both partners are less than 55 yadrs

but at least one is 45 years olthore
e ageb5-64 - if both partners are less than 55 yadrs

but at least one is 45 years oldnore

e age>=65 - if both partners are 65 years old or more

« Household disposable income — The level of totapbdsable income of the
household shall be neutral to the share of womeanie in it, but with very
high household income there may be more sociakpresor women to make
them stop working and earning.

Variablesage35-44 age45-54 age55-64,age>=65 are the indicator variables for

life cycle categories where categage<35 (both partners are less than 35 years

old) is a reference category.

Variableswoman_tertiaryand man_tertiarycan be both equal to 1 when both

partners have tertiary level of education, and loarequal to O when neither of

partners has tertiary level of education.

Variableschild_0-2 and child_3-7 can be both equal to 1 where the couple has

children of age 0-2 years as well as children & ag years. These variables are

both equal to 0 where there are no children inGageyears.

Household disposable income is given in zlotys.

Using the variables defined above the equatiormestid (OLS) is the
following:

woman share_of income = 13.702 woman_tertiary 68ridan_tertiary + 4.159 cohabited
—5.925 child_0-2 —2.249 child_3-7 + 2.966 age35-&1774 age45-54 + 7.798 age55-64 +
6.705 age>=65-0.000 household_income + 36.766

The results of the regression analysis for deteanis of the share of
personal income of married and cohabited womehertdtal family income show
that the women tertiary education increases the evoshare in total income of the
couple by almost 14 percentage points. Tertiarycation of men decreases the
share of women personal income in the householmhiecby 4 percentage points.
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It says that tertiary educated men can earn mane tieir female partners of the
same education level during the whole life cycle.

Table 10. Regression results for a share of incoimearried and cohabited women in the
household income

Variable Coeft. t-value
woman_tertiary 13.702 15.612
man_tertiary -3.768 -4.507
cohabited 4.159 5.973
child_0-2 -5.925 -11.272
child_3-7 -2.249 -5.711
age35-44 2.966 5.184
age45-54 5.774 8.570
ageb5-64 7.798 11.148
age>=65 6.705 9.138
household_income -0.000 -3.594
const. 36.766 45.360

Note: All variables in regression are statisticalignificant with p-values less than 0.001.
Source: Own calculations based on data from HouddBwdget SurveysRoland, 2011.

Cohabiting increases the share of women incomehéntotal household
income in relation to married couples, as expeclie presence of children
decreases the female relative income in the famdgme, more for small children
in age 0-2 years and less for children in age 8ats It proves that taking care of
children affects the income position of women ia family for long periods, not
only for the maternity break.

The level of the household income does not seeafféat the women share
in total income — its regression coefficient is meero but is negative. It says that
the women contribution to income of couples is Emat all levels of income.

The variable that positively and permanently aébe women share in total
family income is the age of partners through tkedicle of the couple, including
the retirement time. However this factor is nabisty enough to equalize the
contribution of married and cohabited women and cheing the life cycle.

CONCLUSIONS

In this paper we have found that the contributibmarried and cohabited
men to the total household income of the coupléigher than of their female
partners through the life cycle. The share of madrand cohabited women in the
joint income of the couple remains almost stablenguthe life cycle at the level
about 40%. Married and cohabited couples have @iroflaracteristics.
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The results of the regression for determinants afan contribution to the
household income show that the factors positivélgcting women share in the
family income are: a tertiary education of womeohabitation and the age of
partners through the life cycle of the couple. M#detiary education and the
presence of children affect negatively the contidmuof women personal income
to the family income.

The final conclusion says that the labor marketrihsination of women
rather than the family situation may be responsibtethe lower contribution of
women to the household income through the life &yafl the couple. One should
however consider that the gender pay gap and thiyfaituation are interrelated.
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Abstract: The turbulences of the contemporary financial reexlead to

exploration of alternative assets such as art. ditreof this pilot study is to

investigate for the price determinants of paintingsthe Polish art market
using transaction data from art auctions involvithg works of 50 most
significant Polish artists. The study proved thane factors are statistically
significant for the price of paintings; these irduthe subject (i.e., self-
portrait), the age and size of the artwork, andrépaitation of the artist.

Keywords: art market, determinants of prices, hedonic resijpas

INTRODUCTION

The turbulences characterizing contemporary fir@nonarkets lead to
exploration of assets providing diversificationtioé portfolio, hence the increased
interest in alternative investments such as atc&sful investment in art requires
extensive knowledge of factors affecting price eatd art. One of them relate to
the work of art and include its features, i.e.: shubject of the painting (abstract
painting, figures, portraits, self-portraits, nuplertraits, genre painting, still life,
marines, landscapes, cityscapes, nocturnes, lciseigious/battle painting), art
movement (i.e. Romanticism, Positivism and Hisieric Modernism, Ecole de
Paris, Modern and Contemporary Art), the size dhtpag, auction house that
traded the painting and age (productivity profileactors related to the artist

1 Research conducted under the National Sciencee€énant No. 2012/05/B/HS4/04188.
sInvesting in Painting on the Financial Market”.
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include reputation (the number of paintings sold araximum price) and date of
birth.

There is a broad discussion in the world literattolcerning various aspects
of art as an investment. The aim of this articlthes attempt to fill the gap as far as
Polish art market is concerned. Using transactiata drom art auctions for the
works of 50 most significant (in terms of numbedaralue of paintings sold in
Polish auction houses in the years 2007 — 20103palrtists the paper discusses
the relationship between the price of a painting) almove-mentioned factors.

The present article addresses the question of whetbme subjects are
appreciated more than others by the buyers ofipgsin the auction market. Are
changes in the content and form of artworks actbesvarious art movements
reflected in the prices of paintings? Is it truattprice is proportional to the area of
the artwork? Does a painter’s reputation influetheeprice of his or her paintings?
The objective of the paper is to identify statisticelationships between the prices
of paintings and the factors affecting the price.

PRICE DETERMINANTS: THE SUBJECT OF THE PAINTING AND
ART MOVEMENT

This article is a part of a research project NCNLZ05/B/HS4/04188
"Investing in the painting on the financial markéthded by the National Science
Centre in Krakow.

The prices of artworks are influenced by many fesstoamely [Mamarbachi
et al. 2008]:

« features of the artwork — its subject, techniqiee,sauthenticity, rarity, state of
preservation, genre, provenance, wall power, etc.;

» features related to the artist — career stagetapn, market value of his or her
other paintings and the frequency of their appearan the market, other
information concerning the life and work of theistrt

« properties of the art market — type (primary oroselary), supply of paintings
and demand for them as well as the relationshiprdet supply and demand,
the functioning of market institutions (art deajegalleries, museums, auction
houses, and certifying institutions) [Towse 2011];

* macroeconomic factors — state of the economy, aonanoycles affecting the
art market, legal regulations concerning trade émks of art, etc.

The price determinants analyzed in the presentrgapkide: the subject of
the painting, art movement, the size of the pain{erea), and the market value of
the artists’ other works. The last of the above-homed factors is linked to
another feature of the painter, that is, his orrbputation. It was assumed that if a
painter is highly popular, then the prestige coterto owning his or her artworks
would result in higher market prices.

Painting subjects include the following categories:
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» abstract paintings — do not represent any reakthje form and color are used
without any restraints;

« religious paintings — depict divine figures, scerigsm the Old and New
Testament, images of saints, and events from 8teriand life of the Church;

» mythological paintings — usually based on themesnfiGreek and Roman
mythology;

e historical paintings — represent scenes and figuiresn the past or
contemporary events;

» battle scenes — often treated as a subgenre @iribadt painting, depict wars,
battles, camp life, marching armies, etc.;

» landscapes — portray the beauty of nature — therseveral types of landscape
painting: cityscapes — represent small fragmenta oity (e.g., quaint streets,
squares, greens, etc.) or panoramic views withnfemkl buildings, nocturnes —
landscapes or cityscapes depicted at night, madeees — views of the sea,
seashore, ports, or sea battles, landscapes véffage — landscapes with
human or animal figures,

e genre paintings — based on observation of realgidetray ordinary, anonymous
persons engaged in everyday activities, custornslsi work, or resting; the
images are realistic without embellishment;

 still life paintings — compositions made up of sinatill, usually inanimate
objects such as flowers, books, vessels, weapamsicah instruments, candles,
food products (e.g., fruits, vegetables, fish, bredc.), dead animals, skulls;

» portraits — of importance here are the appearamdgarsonality of the depicted
person (in an individual portrait) or persons (incallective portrait); the
different types of portraits include: head porsaibusts, full-figure or knee-
length portraits, and self-portraits;

¢ nudes — portray naked persons (typically females).

Each of the above-mentioned subject categorieselat/ed over time,
which can be seen by every potential investor reb@ay the paintings available in
the market. The subject of a painting is frequemtbynected to the way it is
expressed (its form, or, the art movement). Theeefihe review of the subjects of
paintings in the Polish auction market presentddvbéncludes a brief discussion
of the major art movements. The following classifion of movements has been
adopted for the needs of the present paper: Roommti Positivism and
Historicism, Modernism, Ecole de Paris, Colorisnpn€tructivism, Formism,
Expressionism, Cubism, and others.

The paintings traded in the Polish auction marketenproduced by 19th and
20th century Polish artists. The development offithe arts in Poland was closely
linked to the turbulent history of the country [Dotvolski 1989]. The stormy
years immediately following the partitioning of Bod, changes of borders, and
uprisings gave rise to a mission, undertaken by d&uim painters, which was to
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cultivate a sense of patriotism by emphasizinghtbauty of Polish landscapes and
showing the heroic past of the nation in military, @amages of insurrection and
Sarmatian themes, and portraits of knights, hetpems$ war heroes. In the second
part of the 19th century, the Spring of Nations #émel January Uprising failed to
bring freedom for Poland. The policy of eradicatiRglish national identity
pursued by Russia and Prussia left an imprint erfitre arts, which continued the
mission of nurturing a patriotic sentiment. Polighit aspired to present
contemporary events and the nation's drama. Thanastements that arose in
Poland at that time are termed Positivism and IH@gm. Artists focused on the
grand moments in Polish history, battles, Sarmatratives, as well as genre
scenes with historical costumes. Nature and lapdscavere recognized as
attractive subjects of artworks [Matkowska 2010Jieh led to a number of
paintings depicting the beautiful lands of Polest@dole, Ukraine, etc. Many
artworks also represented genre scenes locateldeirtduntryside and Warsaw,
nocturnes (night scenes), and peripheral city idiststrewn with wooden shacks
and littered with junk.

The art of the years 1890-1914 is subsumed unddetm of Modernism. It
was characterized by a plethora of art currentsaombsition to the 19th century
realist and naturalist conventions with their engihaon imitating reality.
Historical art was rejected on the grounds thaamwwork should not be utilitarian
or didactic and that it must not convey any patdcmessage to the viewer; rather,
it should communicate through purely artistic mealwe. This thesis constitutes
one of the foundations of modern art theory [Dolwiski 1989] and explains the
prolific development of forms and means of artigiqression, which obviously
influenced the perception of paintings. Insteadcualtivating the national spirit,
artists started to search for ways to represenhdtiens of life and death, as well
as mental states such as suffering, despair, on@sad Works of art conveyed
sensual and expressive visions of dangers loomiag the Western civilization, a
sense of helplessness and a crisis of values liftiimages with a focus on color
as a means of expression were appreciated. Laretseap nature images (flowers
and trees), genre scenes, portraits (sometimessyuitinolic staffage) were shown
in a new, impressionist manner (aimed at captuaitfiigeting moment) or with an
expressionist touch (deforming reality).

Ecole de Paris consisted of a group of mostly Jevédists living in
Montparnasse in the years 1905-1930 who did notaebany particular artistic
program, form a movement, or hold joint exhibitiofhey did not intend to
represent nature accurately, but rather transfdram isuch a way as to best
communicate the underlying essence of the depmigetts. Thus, they produced
landscapes, cityscapes, nudes, and portraits @by new currents, such as
Colorism, Fauvism, Cubism, Primitivism, and Surisral

Following Poland regaining independence, the cgusdm the rise of many
artistic groups which formulated innovative progsarihat period also abounded
in individual artists who did not yield to groupei@s. The dynamism of modernity
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was reflected in surrealist paintings full of visgp deformed monsters, and
hallucinations refuting the logical foundations reflity. There was a departure
from figurative painting, as artists embraced audtrart with geometric
compositions made up of planes and lines. Diffecentventions were combined in
portraits, genre scenes showing unreal, cubistngéc creatures, genre paintings
showing Jews, symbolic compositions, and landscaResal children, nymphs,
and dancers were portrayed in colorful paintingsramt with energy. Artists
painted a white Zakopane as well as grotesque,esgjmist portraits, subdued
cityscapes of industrial districts, as well as Hu@nd emigration landscapes. As
the previous ideals lost their validity, new artk®conveyed a sense of longing for
color. This gave rise to Colorism, which came toalpeimportant trend in Polish
painting. Popular still life images were full of thand cold hues, but did not
necessarily offer faithful representations, assttifound color-based esthetic
effects to be more important than likeness. Howeweany painters remained
outside the main art movements, painting Napolebaitles, horses, landscapes,
cityscapes, urban genre paintings, as well asgwiof Jews and still life images.

After World War Il, new ideas emerged in the isethtcountries of the
Eastern Bloc during periods of political thaw. Baling socialist realism (which
was enforced by public administration in 1949-19%@w movements exploded.
Artists created metaphorical paintings depictingngs from everyday life, as well
as evocative and uncompromising images of senselesssuffering, and death,
often subjected to expressionist deformation; thesated fantastic figures and
visions of disaster in phosphorescent colors, aramtlyred abstract paintings
containing objects-signs, elements giving an ingoesof movement or pulsating
light. Genre scenes, landscapes, and still lifaupds were freely and strongly
transformed. The interpretation of abstract pagtins not obvious: e.g., a red
rectangular plane with hardly visible green doenfed with a white-green line
may be taken to represent an affirmation of theload the world as red and green
are opposites in the color spectrum [Wtodarczyk@01

LITERATURE DATA

The literature concerning the studied problem isidothat its review might
be the subject of a separate paper. A particuladyl-researched issue is the
productivity profile, that is, the relationship beien the stage in the artistic
development of a painter and the price of theinfirajs. A connection has been
found between the prices of paintings and the tartege for painters living in
different periods in the French market [Galenso®9]9 international market
[Lanyon, Smith 1999], American market [Galenson, iMderg 2000], Polish
market [Lucihska 2012], and South-American market [Edwards 200%]most
cases, a statistical correlation has been idedtifetween price and artist age such
that painters born earlier (e.g., prior to 1850Fnance) created their greatest and
most expensive works towards the end of their cayaehile those born later — at



Factors Affecting the Prices of Artworks ... 97

an early stage in their careers. This is explaimgthe theory of innovation in art
[Galenson 2004], according to which a radicallyovative approach to art has
become a prerequisite for attaining maximum econogains [Galenson 2008].
The factors influencing the prices of paintingstine Canadian market include
[Hodgson 2011]: year of sale (the macroeconomiegsion had a major influence
on the art market), auction house (prices wereddonbe highly correlated with
auction houses), medium (the most expensive beihgaintings on canvas),
subject (the greatest influence was exerted byegsoenes and still life), and
height and width (strong influence). The painte€putation and the provenance of
the painting (previously sold on auction; ownedébprivate or public collector,
gallery, or museum; appeared in prestigious exhifigt present in major art
publications and catalogs) were found to strongipact the price of the painting
[Campos, Barbosa 2008]. Furthermore, a significantelation between prices and
the medium and surface area has been identifigd, [Burton, Jacobsen 1999;
Kompa, Witkowska 2013]. Some authors have also cezgdl the relationship
between auction prices and time of the day, findingt prices in subsequent
auctions in a sequence decreased (the so-calletiridg price anomaly” or “the
afternoon effect”) [Ashenfelter, Graddy 2003].

STUDY SAMPLE

The study sample was constructed based on 10,48@muecords obtained
from the art websites www.artinfo.pl and www.agtadr These records concern
paintings produced by 2,938 artists and sold inyéears 2007—2010 on auctions
held by 41 auction houses and foundations. Theswds were manually entered
into a data set. Painters were qualified to thdysiample based on the criterion of
their influence on the art market, which was meedupy the product of the
number and value of works sold [Lucinska, 2011].

As a result, the study sample consists of auckaonds concerning the sale
of paintings by fifty painters, listed in Annex Each record in the set of selected
data contains the following information about tlenting: the symbol and name of
the painter, In of price (in PLN), the maximum gricommanded by any painting
by the painter, In of surface area (in@ndate of painting (this information was
available only for dated artworks), subject, andryef sale. The initial number of
1,989 auction records for the selected 50 paintars reduced to a final total of
1,074 (Annex 1) as 915 records did not providermfation about the date of the
painting, which made it impossible to calculateait.

RESEARCH METHOD
The essential characteristic of a work of artgsuibiqueness, hence a lack of

comparability of paintings and the difficulty of tdemining which feature of a
painting affects its price. The price of an artwddpends on many factors, some of
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them are of quantitative type, among others: thdfase, frequency of the
appearance of a given painter in the market (riéfiggopularity measured by the
number of his or her artworks), the maximum pri€ewo artwork by the painter
(reflecting his or her reputation), the age of pamet al. Other price determinants
are of qualitative type, for instance: the subj#dhe painting or the art movement
the artwork represents. Of course, it is very diffi to determine quantitatively the
influence of these factors on the prices of thevanits. Therefore, there is a need to
use the hedonic OLS regression method to inclu@settcharacteristics in the
regression model as explanatory variables and titma&e parameters of hedonic
regression model i.e. the implicit prices for ditisharacteristic of paintings. This
approach takes the assumption that the hedoniespoicthe artworks are the prices
of a set of different attributes that bear someliuaQualitative variables take a
form of binary variables with the value of 1 ordindicate whether given price
determinant is present or not.

The characteristics of paintings were estimatederetrically. Due to the
pilot character of the research, multiple regrassiith backward elimination was
used. A model containing many potential explanat@sgiables was constructed,
and then those variables that turned out not tasthéstically significant were
eliminated.

Initially, one of the variables was a dummy varébla 13-element vector in which
the value “1” was assigned respectively to ondeffollowing subjects:
* landscape,

« landscape with staffage,

e cityscape,

* marine scene,

e portrait,

» self-portrait,

* nude,

« religious painting,

e genre painting,

 historical painting,

e battle scene,

» abstract painting,

« still life.

The other elements of the vector were assignedahes “0.” Only one of
the above-mentioned subjects (and the correspondargble), that is, self-
portrait, was found to be statistically significant

Another studied variable was art movement. Inforomfibout movements
was contained in a 10-element vector, in which ¢lement with the value “1”
corresponded to one of the following:
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» 1st half of the 19th century — Romanticism,

e 2nd half of the 19th century — Positivism and Higiem,

» 1890-1914 — Modernism,

¢ 1890-1914 — outside art movements (this categorhudies the artworks of
those painters who were active during the periooflernism, but who were
not influenced by this movement, e.g., Feliks Wygralski, Michat Gorstkin-
Wywidrski),

+ 1905-1930 — Ecole de Paris,

e 1914-1939 — Colorism, Constructivism, Formism, Esggionism, Cubism and
others,

e 1914-1939 - outside art movements (similarly to category “1890-1914 —
outside art movements,” this category includesahtaorks of those painters
who were not influenced by the art movements ofttime, such as Nikifor,
Wiadystaw Chmieliski-Stachowicz, Erno Erb, Jerzy Kossak),

« 2nd half of the 20th century to present.

No variable reflecting art movements was found te &tatistically
significant. Thus, another variable was introduteethe model in its place, that is,
the age of the painting. It was assumed that itlevaeflect variability in both
content and form (corresponding to subjects andnaktements) and the influence
of this variability on prices.

The reputation of the artist was represented bialls based on the market
value of his or her paintings and the frequencirarisactions involving them. The
first variable was defined as the highest valua @ainting included in the study
sample for each artist. The frequency of the agpear of a given painter in the
market (popularity) was defined as the number sfdniher artworks contained in
the study sample. It was found that this varialde wot statistically significant.

Finally, the regression equation was as follows:

P =C+BCu *B:Crou + BiCria + LiAUT, +&,

whereP; is dependent variable, the price of thé painting. The determinants of
price i.e. explanatory variables in the hedonicresgion comprise the personal

characteristic of the artisQ,, — the maximum price of an artwork by the painter
who produced théth painting, variable reflecting the reputationtbé painter)
and the physical attributes of an artwoﬂzbowi — natural logarithm of the surface
area of thd-th painting (expressed in én CW.eki — age of tha-th painting at the
time of sale (in yearsyear of sale minusyear of painting) and AUT, — binary
variable indicating the subject of the painting? Stands for self-portrait and “0”
for any other subject, the elemefit stands for random errdg is an intercept and
beta coefficients are estimated regression coefficients.
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Regression was estimated using the EViews statigiackage.
STUDY RESULTS

The results of the regression analysis of the pieterminants are presented
in Table 1.

Table 1. Regression analysis results

Dependent Variable: P
Method: Least Squares
Date: 04/05/13 Time: 21:57
Sample: 1 1074
Included observations: 1074

Variable | Coefficient Std. Errof  t-Statisti¢ Prob
Crrax 0.224062 0.012971 17.27350  0.000(
Coow 9.232462 0.71037¢ 12.99659  0.000(
Cuie 340.9081 98.92596 3.446093  0.000¢
AUT 85017.10 20039.52 4.242472  0.000(
C -55960.68 7223.215 -7.747338  0.000(
R-squared 0.38099Mean dependent var 60515.19
Adjusted R-squared 0.37868&LD. dependent var 126921.6
S.E. of regression 100044Akaike info criterion 25.86926
Sum squared resid 1.07E+Sghwarz criterion 25.89244
Log likelihood -13886.7Hannan-Quinn criter. 25.87804
F-statistic 164.492®urbin-Watson stat 1.710548
Prob(F-statistic) 0.000000

Source: own calculations.

The regression analysis results shows statistigalfieance of all variables
and their differential impact on prices of artwarkhe value of adjusted?Rof
0.378681 requires a comment: it is assumed to irdidkie sufficient enough for
cross-sectional data. The presence of high-valinéetcept may indicate that there
are other variables strongly influencing the price.

SUMMARY

The variables contained in the model influence ghiee in a statistically
significant manner. Self-portrait (variad&JT) has a major impact. This reflects
the truth presented in a humorous manner in a spap where a film character,
upon advancing in the professional and social hibsa finds it necessary to
purchase “a portrait of an ancestor.” The resultthe study indicate self-portrait
as the subject of the painting is more appreciatece than others by the buyers.
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Another variable that has a significant impact doeis Cwie« Which represents the
age of the painting at the time of sale. This shtvesinfluence of the subject and
art movement on price: the greater the value sfvhriable, the higher the price is,
that is, the older the painting, the higher thegit commands. Polish buyers are
reluctant to purchase contemporary and moderraaropposed to older art. They
prefer landscapes or historic scenes evoking aogiatisentiment over artworks
depicting psychological states and reality defornaedl transformed into an
abstract form. This is consistent with the opiniaisexperts on the Polish art
market: “one should think that Polish society imservative and potential art
buyers are not interested in contemporary issuegréably, our culture may not
transmit the refined snobbery that is linked tolexilng contemporary art or
interest in it” [Potocka 2013]. Another significardriable is the surface area of the
painting Coow). Its influence on the price may be described astadistical
relationship — the larger the painting the higher price. In turn, the significance
of the variableCrax may be interpreted as the influence of the attisfsutation on
price — the better the reputation, the higher tieepof the painting. An artwork by
a highly reputed painter will be expensive, whde Ireputation will be reflected in
low artwork prices.

Presented paper shows the results of one of thiepiiliot studies on Polish
art market. The efforts are made to construct aainttéht would show in the best
way the relationship of price of an artwork withriedy of factors. Being aware of
the imperfections of the present model, authorsehattempted to present the
results of the studies due to their innovative Polish conditions - nature. These
efforts will continue.
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ANNEX 1

Table 2. The most prominent painters in terms efrthmber and value of paintings sold in
the Polish auction market in the years 2007-2010

N°| Name Nur_nbgr of Value of paintings [PLN
paintings

1| MALCZEWSKI Jacek 39 7.981.000
2 | NOWOSIELSKI Jerzy 70 5.093.500
3| WYCZOLKOWSKI Leon 39 2.407.30D
4| MUTER Mela 17 2.530.200
5| HOFMAN Vlastimil 49 1.080.750
6 | KOSSAK Woijciech 45 1.623.000
7 | FALAT Julian 36 1.588.800
8 | KOSSAK Jerzy 66 870.600
9| MENKES Zygmunt Jozef 15 835.000
10| TRUSZ lwan 6 251.000
11| PANKIEWICZ J6zef 18 2.095.500
12| KOSSAK Juliusz 26 1.556.960
13| KOWALSKI-WIERUSZ Alfred 14 3.825.000
14| WITKACY 37 1.780.000
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15| TARASIN Jan 47 1.302.000
16| AXENTOWICZ Teodor 10 372.500
17| BRANDT Jo6zef 9 4.500.000
18| WEISS Wojciech 15 517.500
19| CHEL MONSKI J6zef 9 3.868.000
20| ZAK Eugeniusz 13 2.697.000
21| ERB Erno 6 107.500
22| KANTOR Tadeusz 21 1.356.700
23| LEBENSTEIN Jan 30 1.290.700
24| STRYJENSKA Zofia 20 600.00
25| DUDA-GRACZ Jerzy 34 1.031.600
26| KANELBA Rajmund 19 535.000
27| OLBINSKI Rafat 8 105.600
28| CHMIELINSKI Wiadystaw 14 198.100
29| BOZNANSKA Olga 10 2.317.500
30| GIEROWSKI Stefan 23 946.500
31| STAZEWSKI Henryk 28 854.300
32| WYGRZYWALSKI Feliks 14 259.900
33| KARPINSKI Alfons 11 198.200
34| HAYDEN Henryk 9 748.700
35| DOMINIK Tadeusz 42 573.000
36| PAGOWSKA Teresa 21 820.800
37| DWURNIK Edward 62 422.800
38| KORECKI Wiktor 8 72.90(
39| MALCZEWSKI Rafat 9 315.700
40| STANISEAWSKI Jan 3 144.000
41| WASILEWSKI Czestaw 6 124.000
42| SZANCENBACH Jan 21 513.000
43 WYWIORSKI GORSTKIN 8 205.300

Michat
44| BEKSINSKI Zdzistaw 17 973.500
45| TERLIKOWSKI Whodzimierz 16 384.000
46| NIKIFOR Krynicki 2 5.500
47| TCHORZEWSKI Jerzy 15 842.600
48| MICHALOWSKI Piotr 5 505.000
49| WYSPIANSKI Stanistaw 8 1.641.500
50| SETKOWICZ Adam 4 26.000
1.074 64.895.510

Source: own calculations.
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Abstract: The Polish private equity sector is a relativelyvsegment of the
Polish financial market, as it emerged only athkginning of the 1990s. In
terms of capital, it is strongly linked to firmsfn outside Poland, especially
European and American ones. Moreover, internaticirahs are also
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question arises as to how these facts influencentheket behaviours of
Polish private equity funds. The study is basedata from 2000-2012, with
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INTRODUCTION

The term private equity denotes a class of traiwectinvolving private
capital investments either in private companieggoublicly listed companies on
the stock exchange with a view to withdrawing thigam the stock exchange in
the near future. Such transactions may provideifigntb companies at the early
stages of their development in order to boost thmwth or may be used to buy
out mature companies, also publicly traded oneghdnfirst case, private equity
funds become minority shareholders, while in theoed case they usually acquire
a majority stake. Such companies become part ofirthestment portfolios of
private equity firms. The objective of private dguiransactions is increase the
value of the portfolio company as compared to theclpase price. Private equity
firms receive capital from investors who believattthe transactions they make
will lead to much higher returns than those in tileer segments of the capital
market [Payne 2011]. Private equity funds (inisialhderstood as venture capital)
emerged in the USA in the 1940s and 1950s. Thisnwogy of financing and
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organization of investments was not brought to perontil almost 30 years later.
In Poland, such ideas appeared only at the begjrofithe 1990s.

The benefits of private equity are manifold andude financial backing,
managerial support, and the everyday presencepoésentatives of private equity
firms in the activities of their portfolio compasigKaplan, Stromberg 2008].
Private equity firms are a source of capital tarthempanies but are not interested
in short-term returns, as in the short term thigikes are not liquid. Therefore, the
focus is on long-term development of portfolio c@njgs by new investments.
Furthermore, the partial debt financing mode makescompanies use their cash
prudently, as the management teams are aware oépiagment obligations. The
management teams are strongly involved in inittatalhanges due to personal
shareholding. Thus, private equity funds ensureseclsupervision of their
companies’ business [Kaplan, Stromberg 2008].

Many studies have shown that private equity playsaaluable role in the
developed economies. It is emphasized that prieqtéty leads to faster growth of
portfolio companies than that of stock indexes sastS&P 500 [Kaplan, Schoar
2003]. Private equity is also thought to allevial@employment, enhance
remunerations in portfolio companies, boost theiwalf the companies, as well as
increase the volume and value of their output [Ghebal... 2010]. Many authors
argue that private equity firms exert a major, eNendirect, influence on national
economies. They also lead to greater competitiocapital markets, at the same
time forcing companies outside private equity ficiag to improve their
management standards [Campbell, Campbell 2008hany countries the role of
private equity has become so prominent that tretosés now considered a major
vehicle for enhancing recovery from the economisigr For instance, this is the
general expectation in Great Britain, which is Bhe&opean leader in the private
equity sector. Some even believe that private ggiuihds may not only be
instrumental in overcoming the crisis, but subsatjyehey could help keep pace
with the fastest growing economies of the world i(@h India, Brazil) [Barber
2010].

A BRIEF OUTLINE OF THE SITUATION OF THE PRIVATE EQOY
SECTOR IN THE 21ST CENTURY

The history of the private equity sector in Europehich has been
professionally monitored since the 1980s, shows ithhas been developing in
a cyclical manner. Growth periods have been folibviby downturns [Kaplan,
Stromberg 2008]. Around 1995, euphoria driven bycémpanies and the related
sectors took hold of the stock markets around tbddw As a result, companies
that conducted business on the Internet or intetolatb so became increasingly
overvalued. A period of realization of tremendousfips (of the order of 65%)
through IPOs on American stock exchanges in 19988-2@as followed by
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a dramatic decline to 12% in 2001-2003 [LoughrdtieR2004]. This downturn is
commonly called the burst of the Dot-com bubbleufigqvist, William 2003].
Looking back, one can argue that it was not calmsed global recession of the
world’s economy, but rather by adjustment procesa#sn the IT sector (and IT
companies are often backed by private equity fuhs to their innovativeness).
Statistical data show that the aforementioned ¢rasich hit hard private equity
sectors around the globe, was followed by anotkeog@ of dynamic development
of this business model [EVCA 2001-2013].

The current situation differs in that the privatguigy sector, being an
element of the financial market, has been affettedshock waves of the 2008
subprime mortgage crisis [Kaplan, Stromberg 2008Jwhich a major role was
played by dysfunctional debt securitization [Clopsiulos et al. 2011]. A global
disaster was averted only thanks to the wide aofagctive measures undertaken
by the governments around the world [Cohen 2012].

Initially, the understanding of the ongoing crigighe context of the private
equity sector was rather limited [Gurung, Lerne@0 The first reports on the
global financial sector from 2008 and 2009 seenwequstify a quite optimistic
outlook for the sector in Europe. Investments médge private equity firms
exhibited high resilience to the crisis, at leastits early stage. As a rule, the
portfolio companies of investment funds were nstell on stock exchanges, so
they were not subjected to the often hystericaktieas of the destabilized
financial markets.

Still, the number of new investments, and espacsatcalled mega buyouts,
declined [Thomson 2009]. According to preliminatal for 2008, the volume of
buyout transactions in Europe reached only EUR 4fillfbn, which means a
decrease of almost 40% on the previous year. Thasnvestment volume shrank
even more than in 2001, when the amount of cajt@sted was reduced by 30%
from 2000 [EVCA 2003]. This situation was explairt®dthe fact that many banks
were no longer interested in leveraging transastidturthermore, if the cost of
shareholder’s equity is lower than the cost of dei#ncing, then private equity
companies take advantage of that difference [Ka@&mmmberg 2008]. Obviously,
the cost of debt surged due to increased risk awedsé of confidence in the
financial markets. Consequently, the managers i@ equity firms no longer
perceived leveraged transactions to be a viabiempt

Paradoxically, at the beginning of the financiabis; considerable capital
resources were channelled to the private equityoseespecially in the United
States, as a result of withdrawal from other capitearket sectors. Major
contributors at the time were pension funds [Tham®@09]. It was estimated that
in the United States, where the crisis emergedasay as in the second half of
2007, the amount of capital raised by the privapeitg sector in the first half of
2008 was greater than in any other half-year inhib®ry of private equity. Some
even foresaw the beginning of a golden age forapeivequity [Butler 2008].
However, in 2009 this optimism waned [Thomson 2009]
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Nevertheless, at a time of overwhelming uncertaimtye financial markets,
investing in an area with strong fundamentals wadoubtedly a sound idea. Due
to the low market value of many companies, the stment capacity of private
equity firms significantly increased, while manyhet sectors faced technical or
liquidity problems. This gave the private equitgtee an opportunity to reinforce
its position in the long term [Coller 2008].

On the other hand, private equity funds were nogs@nted with problems
concerning those companies that had been preséheimportfolios for a longer
time and were scheduled for divestment in the hgare. Due to the low demand
in the financial markets, the prices offered foeithportfolio companies were
unsatisfactory for the funds. This tendency hit tery foundations of the
functioning of private equity firms. While makingvestment decisions, they were
faced with the dilemma of whether they should meak low profit now or keep
their capital frozen in their portfolio companiesdabear additional management
costs [Nazelle 2008].

Despite numerous difficulties, one could argue thatprivate equity sector
is one of the few areas of the financial market thas, and, according to EVCA
publications, still is, characterized by relativglgod financial standing. However,
given the above considerations, private equity marsa will need to exercise
considerable caution in the coming years [Coll€380

RESEARCH HYPOTHESIS

The Polish private equity sector is relativelyiditexperienced or developed.
Due to political reasons, it did not emerge urié transformation initiated at the
end of the 1980s. However, despite its short pesém Poland, the section has
gained an important place in the financial markethis country. This is confirmed
by the fact that since the end of the 1990s ithesen continuously, on individual
basis monitored by EVCA, the top institution monitg activity and
implementing standards in this area. EVCA reguladieases data concerning
about 20 countries having the most developed @ieajuity sectors in Europe,
including Poland.

A characteristic feature of the Polish private ggusector is a relatively
small share of domestic capital as compared tdctirepean standards, as can be
seen from Tables 1 and 2.

Analysis of the above data shows that the privagite sector in Poland
differs from the European sector in terms of theggephic distribution of the
sources of funding. Table 1 shows that in Europeéngortant role is played by
capital contributed by investors who are locatethensame countries as the private
equity firms they invest in. In the period 2000-20the share of such funding
exceeded 40%, with another 20.5% of capital raifedn other European
countries. The remaining 40% came from non-Europ@ahunknown sources.
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Table 1. Geographical structure of new funds rasegdrivate equity firms in Europe in the
years 2000-2012 in EUR billion

Europein | S| 2| 8| 21 33| 8| 5]8|3| S| g ylJo@| o
S| &l ol ol o & ol &l 6|l & o] o o] 2000-
EURDIilion | §| & | | Q| ]| ] & & Q] Q| & & & 2012 Share
Domestic 29 19| 14| 15| 16| 34| 42| 21| 21| 10| 10| 14| 7| 248 403
(';‘0“' . 10| 7| 6| 4| 5|13| 26| 13| 16| 4| 5| 11| 6| 126/ 205

omestic
Within

35| 26| 20| 19| 21| 47| 68| 34| 37| 14| 14| 25| 13| 374 608
Europe
Outside 13| 12| 8| 8| 7| 25| 44| 18| 29| 2| 3|13| 9| 190 30.9
Europe
Unclassified] 4 0] 0] 0| 0| 0| 0| 26| 14| 2| 4| 3| 2| 51| 83
erjs";;“”dS 48| 38| 28| 27| 27| 72| 112| 78| 80| 19| 22| 41| 24| 616/ 100.0

Source: Based on EVCA Yearbook from 2001-2013.

In turn, Table 2 shows that in Poland the privajaity sector raised only
3.5% of its funds from the Polish capital markeat#® analysis shows that this
tendency continued throughout the studied periagind which the maximum
amount of domestic capital channeled to this segjokthe financial market was
EUR 35 million (in 2006 and 2011). In other yedhis amount was much smaller,
often as low as zero or close to zero.

Table 2. Geographical structure of new funds rasegdrivate equity firms in Poland in the
years 2000-2012 in EUR million

Poland in Total %
EUR 812|883 |88 (58|83 |2 |3 |2000-| Sha-
i o o o o| O ol O o o o o o o

million N | N | N | | N NN [N | N N | N N | N 2012 re
Domestic | 25| 10| o| 5| o3| 35/ 25| o] 18] 9| 35| o 166] 3.5

Non-

domestic |175[142(119| 19| 224 8 |654| 80| 503|107| 105268|271| 2 675| 56.8

‘é‘mge 200(152|119| 24| 225/11|690|106| 503|125| 114|302|271| 2 842| 60.4

SL‘J‘S;’: 133| 24| 0| 1| 79/48(247/102|249| 10| 0]140(146| 1179 25.1

Unclas-

e 616/ 9| 11| 1| 0| 50| 686| 14.6

g?s";;“”ds 333(176/119| 26| 304[50|937(824| 760|145 115|443|467| 4 707|100.0

Source: Based on EVCA Yearbook from 2001-2013.

This is a significant deviation from the Europedansards, as investors
typically seek investment opportunities in localrkeds, while transactions outside
domestic regions are only linked to some speciastment strategies. This means
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that the Polish capital market is not particulamhterested in private equity
processes.

This largely results from the low supply of cashtle capital market. In
Europe, the predominant investors are pension fuyaisks, and funds of funds (in
the years 2000-2012 they contributed 22.7%, 15486, 13.8% of the capital,
respectively in average) [EVCA 2001-2013]. HowevierPoland, pension funds
emerged very recently (at the turn of the centay)dl are subjected to severe
investment limitations with a view to the safetyfature pensions. This means that
pension funds may not actively support the Polishiape equity market. The
decisions made in Poland very recently (in 2011 20itP) as well as the current
sentiment imply a decline of pension funds in dagntry.

The Polish banking sector is relatively small asypared to its counterparts
in Europe, and is mostly interested in deposit &rdling activity and related
services rather than in capital market investments.

In turn, funds of funds represent a relatively néga in Poland and are at an
early stage of development, so they cannot fun@ma major player in the Polish
financial market.

Under the circumstances, the question arises td ektant Polish private
equity firms, most of which were established byefgn entities and 97% of whose
capital comes from foreign sources, mirror the ggag of market behaviours
typical of the private equity markets in other coi@s in terms of the amount of
capital raised, investments, divestments, and sfzvestment portfolios. The
overwhelming dominance of foreign firms in the Bbliprivate equity market
would suggest that the pattern of its activity lssely connected to the European
market in the aforementioned four areas. This rekeproblem is addressed by
means of statistical analysis presented below.

DATA AND METHODOLOGY

European and Polish private equity firms are coegpdrased on the data
provided for each year of the period 2000-2012 BYCE in the form of
yearbooks. The data were released in cooperatibnREREP_Analytics and some
other contributors.

Analysis concerns Europe as represented by thepEamoUnion Member
States plus Ukraine, the group of former Yugoslauntries with Slovakia, the
group of the Baltic states, Norway, and Switzerlaadd with the exclusion of
Bulgaria, Cyprus, and Malta. To determine the gfifeof the relationship between
the activity of the Polish and European private itgygisectors, statistical
correlations were computed.



110 Witold Lucinski

CONCLUSIONS

Analysis of data from consecutive EVCA Yearbooksesded the strength of
the relationship between the activity of the prvatjuity sectors in Europe and in
Poland in the years 2000-2012. The results arepted in Table 3.

Table 3. Correlation of the activity of the privatguity sectors in Europe and in Poland in
the years 2000-2012

Type of activity Funds raiseg Funds invested  Divestts Portfolio

Correlation coefficient 0.76 0.36 0.66 0.94

Source: Based on EVCA Yearbooks from 2001-2013.

Analysis of Table 3 shows that in contrast to etg@uns, Polish and
European private equity firms do not behave ina@mid his in particular concerns
investment of the capital raised, as a coefficard.36 indicates poor correlation.
This means that decisions as to the amount of fexgended over consecutive
years were made by Polish firms as a result of théiependent market analysis,
while suggestions from the owners (capital donoas)d European market
behaviour trends (e.g., those resulting from thisigrhad a lesser influence on
those decisions.

The amount of funds raised (a correlation coefficieof 0.76) and
divestments (0.66) are more consistent with theopeain patterns. Indeed, this
correlation may be deemed strong, but even incée Polish private equity firms
do not seem to mirror the trends followed elsewleEurope.

The strongest correlation (0.94) was observed tier dize of investment
portfolios in the private equity sectors. This dag explained by the nature of
economic developments, which were similar for Pdland Europe. Every year,
the value of portfolios changes, as new investmantsdivestments are made. The
value of both Polish and European portfolios insegheach year throughout the
studied period.

Increased portfolio values in non-crisis periods abeneficial phenomenon
and show that the sector is growing, as the sizevelstment portfolios reflects the
volume of investments continued by private equipds. This augurs well for
prosperity in the sector over the following yearben the companies maturing in
the portfolios will present an opportunity for ttealization of capital profits.

In periods of crisis, portfolios grow for a differte reason, which was
mentioned earlier in this paper. The activity oivate equity funds consists of
purchasing assets interesting from the point ofvaéthe buyer (the private equity
firm), their restructuring, and selling in the dapimarket. The difference between
the sale and purchase prices, less management cossditutes the profit of the
funds. The investments typically have a time horiznd 5 to 8 years. In many
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cases, in periods of crisis companies facing firdnbhardship sell off their
property, including real estate and organized asakwvery low prices.

On the other hand, private equity firms whose ptidf companies have
matured and are ready to be sold face obstacléiseiform of low prices that
potential buyers would be willing to pay for thosempanies. This leads to
prolonged investment time as companies are retamgu portfolio with a view to
obtaining higher prices in the capital market ie future. Thus, the fact that the
growth trend in European and Polish portfolioslmast identical shows that the
private equity sector in Poland is growing strongd dollows the adaptation
processes related to the crisis that hit Eurof2908 and continues to this day.

In summary, it is not true that capital ties betw@®lish private equity firms
and their foreign shareholders or other internati@mtities contributing capital to
be invested impose certain market behaviour patemthe firms. It turned out
that the private equity sector has elaborated iedégnt features and it is relatively
mature to pursue their own objectives within tharfework of the Polish emerging
market. A similar situation can be observed inRolish banking sector, which is
in 60% dependent on foreign capital.
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Abstract: In this paper there are presented the resultswafstigation of the
various factors impact on the level of male and demwages inequality.
These factors are as follows: level of wages in leyges group in
comparison to the national average wages, the piiopoof women in the
group of employees, women labor market activityhie states, and variables
such as the age, job seniority, level of educatibthe employees, type of
employment contract, occupation (ISCO88), brancler@hthe enterprises
operate (NACE rev. 1.1), size of the company ardléctive pay agreement.

Keywords: labor market, the wage gap, the gender wage d&p, S

INTRODUCTION

Eurostat estimated that in 2012 in the EU womenexhon average 16.4%
less than men. This rate (GPG — Gender Pay Gajgsveug. among EU countries,
economic sectors. We can also observe that at B@ Kate affect age, education,
job seniority of employees and size of enterprisaoreg other. The wage
differences between men and women are largely exgaeon the basis of human
capital theory (see e.g. [Haager 2000], [Polache®4p and the discrimination
theory (see e.g. [Becker 1971]). This phenomenanahaocial dimension as well
as economic importance (see e.g. discussion pegsén{Klasen 1999], [Seguino
2000], [Blecker and Seguino 2002], [Lofstrom 2009finha et al. 2007]).

1 Work performed within the project that has beemdfed by the National Science Centre,
decision number DEC-2011/01/B/HS4/06346 “Wages uadities between Men and
Women in Poland in the Framework of the Europeaiot/n



114 Aleksandra Matuszewska-Janica

Situation of women in the labor market is subjextBuropean Union policy.
Prevention of discrimination against women has bimetuded in Strategy for
equality between women and men 2010-2015.

The aim of the study is to estimate the impactasfous factors on the level
of men and women wages inequality in different ¢onas and different groups of
employees. Groups of employees are characterizednegy of the following
features: economic branch, age, occupation, jobosBn size of enterprise,
collective pay agreement, type of employment cattréhere is observe that on
the gender wage differences influence some othetorfa like: feminization of
employees groups, level of wages in employees groupvomen activity rate at
labor market in individual countries. So such Malea also are included into
estimated models. For the analysis is employedd$tar&ES metadata.

DATA DESCRIPTION

Analysis is provided upon the European Union Stmgcbf Earnings Survey
(SES) data collected in 2086l here are used aggregated data, that Eurostat call
Metadata. SES is a survey conducted in accordaitbetire Council Regulation
No. 530/1999 and the Commission Regulation No. 18I as amended by
Commission Regulation No. 1738/2005. The SES f0626 the second of a series
of four yearly. The SES is a survey providing imi@tion on relationships between
the level of remuneration, individual charactecistiof employees and their
employer (economic branch, age, occupation, jobiosén size of enterprise,
collective pay agreement, type of employment camtramong others). The
statistics of the SES refer to the enterprises aitileast 10 employees.

Data on employment and wages are encompassed imdatadase that
contain different characteristics, as is preseirtdedgure 1.

To measure income inequality is often usé®G (Gender Pay Gap)
coefficient. GPG represents the difference between average grastyrearnings
of male paid employeesGHE,) and of female paid employee§HEF) as
a percentage of average gross hourly earnings dé mpaid employees (see
Fernandez-Aviles et al. 2010):

6PG =| 1- SHEF |00 )
GH

Ewm

where:

2 Structure of Earnings Survey has been providedyeforir year since 2002. There are

some differences between metadata because of ietpodrrection in every survey. For

example in each survey (2002, 2006 and 2010) wikelt definition (SES 2006 and SES

2010) or different range (SES 2002 and SES 200@&cohomic branches. So in presented
analysis is used database from 2006.
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GPG -100= %F 100=HE _FPCM =GPC )

Ewm

is publicized by Eurostat.

Figure 1. Structure of SES database

DATA ON EMPLOYMENT AND WAGES

NUMBER HOURLY MONTHLY ANNUAL HOURS ANNUAL
OF EMPLOYEES EARNINGS EARNINGS EARNINGS PAID HOLIDAYS

>

CHARACTERISTICS OF EMPLOYEES/EMPLOYERS IN INDIVIDUAL DATASETS

SEX; SEX; SEX; SEX; SEX; SEX; SEX; SEX;
COUNTRY; COUNTRY; COUNTRY; COUNTRY; COUNTRY; COUNTRY; COUNTRY; COUNTRY;
ECONOMIC ECONOMIC ECONOMIC ECONOMIC ECONOMIC OCCUPATION; | occupATION; | ECONOMIC
ACTIVITY; ACTIVITY; ACTIVITY; ACTIVITY; ACTIVITY; SIZE OF AGE ACTIVITY;
AGE TYPE OF EDUCATION OCCUPATION | JoB ENTERPRISE COLL. PAY
CONTRACT SENIORITY AGREEMENT

Source: own elaboration.

In the SES 2006 we can distinguish eight typesetd sf aggregated data.
Every data sets contained two types of informatineasurable and no measurable.
Measurable variable were mean hourly earnings amiber of employees given
for men, women and total employees. No measurable wariables as follows:
sex, country and two others that were differenefach data set (see Figure 2).

Figure 2. The variables that differentiate data set

4 )

e (D1) CONOMIC ACTIVITY, GROUP OF AGE \
e (D2) GROUP OF AGE, OCCUPATION
e (D3) ECONOMIC ACTIVITY, TYPE OF

IEI[\LjII\F{ILBOEEE(E)g EMPLOYMENT CONTRACT
AND ¢ (D4) ECONOMIC ACTIVITY, JOB SENIORITY
EARNINGS (D6) '

e (D7) OCCUPATION, SIZE OF ENTERPRISE

e (D8) ECONOMIC ACTIVITY, COLLECTIVE PAY
AGREEMENT

\. J

Source: own elaboration. In parentheses are gigtasdt names.
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METHODOLOGY

In the analysis were estimated one equation ecomgmeodels:
InHE _FPCM;; = 3, + 3, InWages; + 3, In FEM;; +

m
+ By In Activ, + >y, Dummy,; +£; ®)
k=1
HE_FPCM is share of average gross hourly earnings of ferpaid employees
(GHE}) as a percentage of average gross hourly earoihgsle paid employees
(GHE})). In the paper Witkowska (2013) this rate was néras gender pay
convergence ratiddE_FPCM is published by Eurostat (see formula 2). Value of
HE_FPCM equals 100 inform that between men and women wHg=e are no
differences. WheiE_FPCM is greater than 100 — women earn more than men on
average.
In the models was used gender pay convergenceaertt calculated as:

GHEgr;

Ewmij

InHE_FPCM;; =In 4)

wherezmpij — average hourly female earnings of employedstlincountry and
j-th group of employeem,mj — average hourly male earnings of employees in
i-th country ang-th group of employees; in each model groups ofleyees refers

to one of the employee’s or enterprise’s charastierlike economic branch, age,
occupation, job seniority, size of enterprise, edive pay agreement, type of
employment contract.

VariableWages refers to the structure of hourly earnings in stelé group of
employees in each country. In the models varisitdges was calculated as natural
logarithm of the ratio of the average wage in ikt group of employees to
average wages in the country:

_ . GHE;j
InWages; =In GHE (5)

Where:mﬁ — average hourly earnings of employees-th country andj-th
group of employee€iHE; — average hourly earnings of employeeistim country.
Previous analysis indicated that higher wages ratipositive associated with
gender wag gap (see [Witkowska et al. 2013]).

Feminization rate KEM) is a variable that refers to gender employment
structure in selected group of employees. In thdai®this variable was calculated
as:

- (6)

INFEM; =In——L
' UER, +EM,
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where: EF;; — number of employed women irth country andj-th group of
employees;EM;; — number of employed men irth country and-th group of
employees.

Activity rate InActiv; is a natural logarithm of share of active womerthia
labor market in thé-th country in whole women population in workingea?0-64
in i-th country. Previous analysis indicated that highemen’s activity at the
labor market is positive associated with gender wapg (see [Witkowska et al.
2013)).

Each model contains dummy variable. Every of thefers to one of the
employee’s or enterprise’s characteristic like exoit branch, age, occupation,
job seniority, size of enterprise, collective payreement, type of employment
contract. It is defined afummy,;; = 1 — when the variable concerah option
in j-th group of employees amdh country,Dummy,;; = 0 — otherwise.

Options of dummy variables are presented in Tablie presented models is not
investigated country effect.

Table 1. Dummy variables and theirs options

Dummy Options
variable

Age Y0_29 - less than 30 years
Y30_39 - between 30 and 39 years
Y40_49 - between 40 and 49 years
Y50_59 - between 50 and 59 years
Y_GEG60 - 60 years and over

Branch C - Mining and quarrying

(economic | D - manufacturing

sector) E - electricity, gas and water supply

F - construction

G - wholesale and retail trade; repair of motoriegkels, motorcycles an
personal and household goods

H - hotels and restaurants

| - transport, storage and communication

J - financial intermediation

K - real estate, renting and business activities

L - public administration and defense; compulsagial security
M - education

N - health and social work

O - other community, social, personal service #tiy

o

Size of 10_49 - between 10 and 49
Enterprise | 50_249 - between 250 and 499
(number of| 250 499 - between 500 and 999
employees) 500 999 - between 50 and 249
gt 1000 - more than 1 000

Source: own elaboration.
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Table 1. (cont.) Dummy variables and theirs options

Dummy Options
variable

Occupation| ISCOL - Legislators, senior officialglananagers

ISCO?2 - Professionals

ISCO 3 - Technicians and associate professionals

ISCO 4 - Clerks

ISCO 5 - Service workers and shop and market sabekers
ISCO 7 - Craft and related trades workers

ISCO 8 - Plant and machine operators and assemblers
ISCO 9 - Elementary occupations

Education | EDO_1 - Pre-primary and primary education - lewels

(ISCED ED2 - lower secondary education — level 2
1997) ED3_4 Upper secondary and post-secondary nonsedaucation -
levels 3-4

ED5A Tertiary education - level 5A
EDS5B Tertiary education - level 5B
EDG6 Tertiary education - level 6

Collective | NAT - A national level or interconfederal agreement

pay IND - B industry agreement

agreement | IND1 - C agreement for individual industries in ividual regions
ENT - D enterprise or single employer agreement

UNIT - E agreement applying only to workers in tbeal unit
OTH - F any other type of agreement

NONE - Nno collective agreement exists

Type of INDEF - Indefinite duration
contract FIX - Fixed term (except apprentice and trainee)
APPR — apprentice or trainee

Job Y _LT1 - less than 1 year

seniority Y1 5 —between 1 and 5 years
Y6_9 — between 6 and 9 years
Y10_14 — between 10 and 14 years
Y15 19 — between 15 and 19 years
Y20_29 — between 20 and 29 years
Y_GE30 - 30 years or more

Source: own elaboration based on Structure of BgsniSurvey 2006: Eurostat’s
arrangements for implementing the Council Reguhatis30/1999, the Commission
Regulations 1916/2000 and 1738/2005.

RESULTS

In this section were presented eight models. I @aadel are included three
the same (in respect of variable construction) ttasive variables:InWages,
INFEM and InActiv. Models differs in dummy variables. Charactersstaf each
model are presented in the Table 2.
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Table 2. Characteristics of data set used for meskihation

Model . Reference Number
Dummy variable . Data set
No. option of obs.
1 SECTOR C (D6) 324
2 AGE Y0_29 (D2) 134
3 OCCUPATION ISCO9 (D2) 231
4 EDUCATION EDO_1 (D6) 135
5 SIZE OF ENTERPRISE 10 49 (D7) 135
6 JOB SENIORITY Y LT1 (D4) 179
COLLECTIVE
/ PAY AGREEMENT NONE (D8) 59
TYPE OF EMPLOYMENT
8 CONTRACT INDEF (D3) 52

Source: own elaboration.

Results of model estimation are presented in th#ega3, 4 and 5. In model
No. 2, where dummy variable represents age effeetcan observe the highest
level of adjusted?? (0,6141) among all estimated models. The regresseults
show that there are negative associations betwamreogence ratdr(HE_FPCM)
and wage levell(Wages), convergence raténHE_FPCM) and women activity at
the labor market I§Activ). Convergence ratelnHE_FPCM) is also negative
associated with feminization rattnFEM, at the significance leved =0.1). The
“age effect” is visible only for the eldest group employees (only for variable
Y_GE60 parameter is significant). The wages difieebetween men and women
that are at least 60 years old is significant highen wages difference between
men and women under 30. In models based on theaggegated data (see
[Witkowska et al. 2013], models number: 3, 4, 7, 14) we can observed that all
dummy variable that represented age are significant

In model number 3 dummy variables designate sevegralups of
occupations. VariablenWages has not significant influence on explained vagabl
(INHE_FPCM). But two other: feminization ratdnfFEM) and women activity at
the labor marketlfActiv) are negative associated with gender pay conveggen
ratio (nHE_FPCM) For this data set we can observe occupation teffeame
dummy variable are significant). The wages diffeebetween men and women
with elementary occupations (ISCO9) is significamgher than men’'s and
women’s wages difference for employees working eggslators, senior officials
and managers (ISCO1), technicians and associatesgionals (ISCO3), craft and
related trades workers (ISCO7) and plant and machjrerators and assemblers
(ISCQ8).
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Table 3. Parameters of estimated models (1)

Model No. 2 Model No. 3 Model No. 4
Dummy variable: AGE Dummy variable: Dummy variable:
OCCUPATION EDUCATION
variable coefficient variable coefficient Variable | coefficient
const -0,3159 *** | const -0,2388 **4 const -0,2701 ***
InWages | -0,3065 ***| InWages| 0,0727 InWages -0,0080
InNFEM -0,0927 * InNFEM -0,0521  ***| InFEM 0,0374 *
InActiv -0,2403 **% | InActiv -0,1987  *** | InActiv -0,1919  ***
Y30 39 | -0,0227 ISCO1 -0,2450 **t ED2 0,0053
Y40 49 | -0,0361 ISCO2 -0,0765 ED3 4 0,0109
Y50 59 | -0,0326 ISCO3 -0,0838 **| ED5A -0,0367
Y GE60 | -0,0873  ***| |SCO4 0,0131 ED5B -0,0143
ISCO5 0,0009 ED6 0,0254
ISCO6 0,0110
ISCO7 -0,2151  ***
ISCO8 -0,1493  ***
R? adj. 0,6141 Rad;. 0,3880 Rad;. 0,4533
F 31,24 *x | F 14,25 *xE | 14,89 i

Source: own calculation. *** denotes significanegdla = 0.10, **a = 0.05 and 't = 0.1

In model number 4 dummy variables represents skeedteation groups. In
this model variablelnWages also has not significant influence on dependent
variable (nHE_FPCM). Women'’s activity ratelfActiv) has significant negative
impact on the gender pay convergence ratloHE FPCM). Increasing
feminization rate IOFEM) causes increase bfHE _FPCM. In examined data set
differences between wages of men and women wittditfierent education level
are similar. All dummy variable are not significarithis result is opposite to
obtained by [Witkowska et al. 2013], see models bim1, 9, 12, 16). In these
models we observed significant differences betwemmder wag gaps for
employees with elementary and highest level of atiog.

Job seniority was investigated in model numbert&ré we can observe that
in groups of employees with greater job senioriyder pay convergence ratio is
smaller than for employees shorter than one ydag. Same results was obtained
for less aggregated data (see [Witkowska et al3R0hodels number: 2, 8, 11,
15). In this model variabldnWages was not significant, but we observed
significant negative influence on gender wages eogence other two variable:
INFEM andInActiv.

In models No. 1 and 5 were take onto account sticibwies of enterprise
like economic branch and size of enterprise. Ingbigcompanies gender wage
inequalities are greater than in smaller enterpr{see results obtained for model
number 5). Also differences between wages of mesh \wwomen varies among
branches. Gender wage gap is significant smallendgr wage convergence ratio
is higher) in construction (F), hotels and restatggH), transport, storage and
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communication (I), and education (M) than in miniaigd quarrying (C). Similar
results were obtained for less aggregated data [ktkowska et al. 2013].
Research presented in Oi and Idson (1999) indicttiat there are significant
differences in average salaries according to ecanbranch and size of enterprise.
In bigger enterprises average remuneration arechidtigher salaries could make
for greater gender wage differences (see resudisepted in [Witkowska et al.
2013)]). In model 1 variablénWages was not significant. Other two quantitative
variable:InFEM andInActiv have significant negative influence on gender wage
convergence. In model 5 onlpActiv was significant and it was also negative
associated with explained varialh¢iE_FPCM.

Table 4. Parameters of estimated models (2)

Model No. 6 Model No. 1 Model No. 5
Dummy variable: Dummy variable: Dummy variable:
JOB SENIORITY BRANCH SIZE OF ENTERPRISE

variable coefficient variable coefficient variable | coefficient
const -0,301*** |const -0,370 *** |const -0,265 ***
InWages 0,081 InWages -0,043 InWages -0,055
InNFEM -0,093| ** InNFEM -0,083 *** InFEM -0,039
InActiv -0,308| ***  [InActiv -0,084 ** |InActiv -0,186 **
Y1 5 -0,069*** D -0,031 S50 249 -0,024
Y6 9 -0,110*** [E 0,058 S250 499 -0,081***
Y10 14 -0,109** |F 0,117 *** |S500 999 -0,095 **=*
Y15 19 -0,097** |G -0,014 GE1000 -0,075**
Y20 29 -0,098 *** |H 0,105 *
Y GE30 -0,088 ** I 0,103 **

J -0,056

K 0,045

M 0,142 **

N 0,079

@) 0,074
R? adj. 0,3784 Rad;. 0,3788 R? adj. 0,2189
F 13,04 ¥ F 15,07 *** |F 6,96 Frx

Source: own calculation. *** denotes significanegéla = 0.10, **a = 0.05 and t = 0.1

In model number 7, where was investigated influen€ecollective pay
agreement on gender wage differences, non e duramgble was significant. We
do not observe significant mean of collective payeament for gender wage
differences at this level of aggregation data.hlis model we observe significant
negative influence of women activitynfctiv) on the gender wage convergence
and positive influence of feminization raténKEM) on explained variable
INHE_FPCM. In model nhumber 8 only women activitindctiv) was significant
and negative associated with gender wage conveggatio (nHE_FPCM).
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Table 5. Parameters of estimated models (3)

Model No. 7 Model No. 8
Dummy variable: Dummy variable:
COLLECTIVE PAY TYPE OF EMPLOYMENT
AGREEMENT CONTACT
variable coefficient variable coefficient
const -0,2725*** const -0,3126 ***
InWages -0,0400 InWages -0,2029
InNFEM 0,1034 ** InNFEM 0,0137
InActiv -0,3516 *** InActiv -0,3150 ***
ENT -0,0181 APPR 0,1102
IND 0,0118 FIX 0,0585
IND1 -0,0069
NAT 0,0759
OTH -0,0583
UNIT -0,0458
R? adj. 0,1193 R? ad. 0,5066
F 1,87 * F 11,47 ***

Source: own calculation. *** denotes significanegdla = 0.10, **a = 0.05 and 't = 0.1
SUMMARY

In the states with low women's labor market actiyé.g. Malta, Italy) we
can observe smaller wages differences between mdrwamen. On the other
hand, in the states with high rate of women's labarket activity gender pay gap
is much bigger. Obtained results confirm this. &tle model we observe that only
one variable has significant impact on gender wegevergence. It i$nActiv -
women activity at the labor market. This variabte riegative associated with
explained variable in every case. So we can comrcthdt higher participation of
women in the labor market is connected to greafézrdnce in men and women
wages. Women tends to concentrate in low pay jobs,

Statistical analysis of SES data provided inforomatthat in groups of
employees with wages that are larger than the gedrathe state, male and female
wage differences are also larger. It was the re&saontroducelnWages variable.
Wages level I(Wages) is significant variable only in model number 2heve
dummy variable refers to age. So we can concludeviiages level is not so strong
connected to gender wage convergence at this tdvafgregation data. For less
aggregated observation the level of remuneratiomaore visible (see models
presented in [Witkowska et al. 2013]).

The problem of feminization of occupations is widescussed in the
literature (see e.g. [Anker 1998], [England et2£07], [Perales 2010]). Women
tends to concentrate to lower paid jobs. So westgapose that in high feminized
jobs male and female wage differences would be drighnd in the opposite
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situation -GPG would be lower. Feminization rate applied in amely models
gives different results. In two models number 4 ugadion) and number 7
(collective pay agreement) is positive associatéth \yender pay convergence
coefficient. In two other models (no. 5 (size oftexprise) and no. 8 (type of
employment contract)) this variable has none sicguift impact on the explained
variableInHE_FPCM. In four models (models number 1, 2, 3, 6) feration rate
has negative impact omHE_FPCM. So we can conclude that feminization of
labor market has both negative and positive effestgender wage differences.
Effects that are represented by dummy variable N@eic branch, age,
occupation, job seniority, size of enterprise, edive pay agreement, type of
employment contract) in not so strong for analydeth like for less aggregated
data. In presented model we can observe signifiadifferences in wage
inequalities especially in branches, different sizeterprises, for groups of
employees with different job seniority, occupatemd age. There are not detected
differences between groups of employees with difietevel of education, type of
employment contract or collective pay agreement.
Next step of the study will be analysis with thes wd low aggregated and more
detailed data.
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Abstract: The type of governance applied in an economy akasdts quali-
ty determines the quality of life. Decisions thasult in the improved gover-
nance quality should be preceded by operationaisaif this category and
by the related research. The purpose of this ari&cto present the concepts
of governance and good governance as well as fgopeothe application of
an aggregate measure of the governance qualitytrooted on the basis of
the World Bank indices in the time cross-sectiaralysis of 28 EU member
states over the period of 2002-2012.

Keywords: good governance, aggregate measure of govermaradiey

INTRODUCTION

Institutional solutions in economy are largely ciieded by cultural, histor-
ical, geographical, political and social factortefefore, adopted in the economy,
institutional solutions create specific conditidos the functioning of the entities,
allocation of resources and realization of indigband social interests [Mitasze-
wicz 2011, Mitaszewicz 2013]. Being the area fondtioning of two principal
mechanisms of human activity, i.e. the state apdhhrket, the type of institution-
al order influences the local economic performa@ansequently, a high level of
social development and quality of life can not bached without a good quality
institutional environment.
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While the market mechanism functions more effetfivehen the state sup-
ports it by creating right institutional conditiofs.g. by defining property rights),
the state itself can improve or sometimes eliminat&veaknesses by making pub-
lic institutions and the public sector functionteet In other words, the state can
act upon the advantage of the governance quatityiew of the good governance
concept, proper institutional solutions, that sh#pe governance and affect its
quality, contribute to lower transaction costs,ueetl insecurity, more stable busi-
ness environment as well as to the sustainabléglisoacceptable growth and im-
proved quality of life. At the same time they invel the members of society into
the process of public decision making [Mitaszew2€4.1, 11] This is why it is so
important for any process of public sector restming, which is undertaken in
many economies, to operationalise the categori¢iseofjovernance quality, to run
studies on it and compare the results of its assa#s

The purpose of the theoretical part of this artisleo present the concepts of
governance and good governance. In the empirical part the authors demonstrate
how the aggregate measure of governance qualitytrearted on the basis of six
World Bank indicatorgan be used in a cross-sectional and temporal gisalyhe
analysis covers the time period of 2002-2012, wthike cross-sectional area of re-
search includes 28 Member States of the Europe&mUn

GOVERNANCE AND ITS QUALITY - THE CONCEPT AND MEAS-
UREMENT

Initially governance was the term which referred to the private splzere
businesses operating therein. For the last 30 yeavgever, it has been a term that
is useful in explaining how the public sphere fumus.

Governance is defined differently by various international argzations
which, while evaluating its quality, build many nse@es that are used when mak-
ing ranking lists of world or regional economiedheTbroadest understanding of
governance has been proposed by the United Nations Organizattzording to
which it is “the system of values, policies anditasions by which a society man-
ages its economic, political and social affairsotiygh interactions within and
among the state, civil society and private sedtds.the way a society organizes it-
self to make and implement decisions — achievinguaduunderstanding, agree-
ment and action. It comprises the mechanisms andepses for citizens and
groups to articulate their interests, mediate tt#ferences and exercise their legal
rights and obligations. It is the rules, institusoand practices that set limits and
provide incentives for individuals, organizatiomgldirms. Governance, including
its social, political and economic dimensions, apes at every level of human en-
terprise” [UNDP 2004].

According to the European Commission the way ofegoance refers to the
capacity of the state to serve its citizens, wmiwans that it cannot be regarded as
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a specific public value. Governance means rules, processes and behaviour by
means of which public interests are expresseduress managed and powers ex-
ercised. The main issues to be discussed in timtexbare: the way of exercising
public functions, of managing public funds and ei®ng public regulatory pow-
ers” [CEC 2001]. Pointing out the openness and dexity of governance, the Eu-
ropean Commission emphasises the practical impmetahthis concept which re-
fers to the most principal aspects of functionihgwery society and is the elemen-
tary measure of its stability and quality becauswiginates from the ideas of hu-
man rights, democratization and democracy, the ofilaw, decentralisation and
reasonable public administration. When, along thaa development, the above
ideas gain in importance, we should use the ggroad governance rather thargov-
ernance.

Since the good governance concept is so rich ieness it requires disam-
biguation of its basic elements, which are the extbpf numerous studies. The
World Bank, regarded as the concept precursoralsatintroduced it into the area
of international studies, developed the methodoloiggvaluating its quality [Ru-
dolf 2010]. This organisation defines the govermafiom the macro perspective as
a set of processes and institutions by which thkaaity in a country is exercised.
This includes the processes by which governmemtselected, monitored and re-
placed, the capacity of the government to createimplement policies, and the
respect of citizens and the state for the instihgithat govern economic and social
interactions among them. [Kaufmann et al. 2007].

Basing on this definition since 1996 the World Bdras studied the quality
of governance in an increasing number of countf@sinding the studies on the
concept of good governance and on defining itscipal element, the World Bank
examines the governance quality in six dimensi#@afmann et al. 2009]:

1. Voice and Accountability — assessing the extenivihich a country's citizens
are able to participate in selecting their govemninas well as freedom of ex-
pression, freedom of association, and a free media;

2. Rule of Law — assessing the extent to which agkat® confidence in and
abide by the rules of society, and in particula ¢tjuality of contract enforce-
ment, property rights as well as capturing the peshelence and predictability of
law enforcement (the police and the courts);

3. Regulatory Quality — assessing the ability of tllwegnment to formulate and
implement sound policies and regulations that peamd promote private sec-
tor development as well as the credibility of tleevernmental policies;

4. Political Stability and Absence of Violence/Tersmi — assessing the likelihood
that the government will be destabilized or overttm by unconstitutional or
violent means, including politically-motivated véwice and terrorism;

5. Government Effectiveness — assessing the goverhmerdtential and the ca-
pacity of the civil service to offer public servizehe degree of its independence
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from political pressures the effectiveness of thieldet and public debt man-
agement and the quality of policy formulation ahd tjovernment credibility;

6. Control of Corruption — assessing the extent toctviiublic power is exercised
for private gain, including both petty and grandnie of corruption, as well as
"capture" of the state by elites and private irtere

In order to capture the progress of good governampéementation in dif-
ferent countries the World Bank uses tWorldwide Governance Indicators
(WGI). The studies allow us to compare the changashave undergone in the
six aforementioned governance dimensions. The amolis that refer to each of
them are constructed basing on several hundredariaibles capturing the percep-
tion of the governance quality. The variables cdroen 31 data sources created
by 32 organisations around the world. Each indicatssesses one of the gov-
ernance quality domains on a scale from +2.5 t& HRaufmann et al. 2008].

Thus obtained indicators, which comprise many etémef actual perfor-
mance of public institutions, allow to conduct nporal and spatial comparative
analysis of every governance dimension individudhlythe course of comparing
individual countries a lot of information is revedlconcerning the quality of a par-
ticular dimension of their governance and the analpf their success in imple-
menting good governance in each of the dimensions.

Practically speaking, however, individual countren have at the same
time higher, lower or equal governance indicat@peahding on the country they
are compared to. What is more, in case of eachtgotire assessment of six gov-
ernance quality dimensions can change over tingfi@rent directions. The more
countries are compared regarding their indicatocstae longer is the adopted pe-
riod of study, the more difficult it is to conduitte analysis and to draw accurate
conclusions. In order to eliminate these diffimdt further in this paper the au-
thors use the aggregate measure of governanceyg(@diAJR) to conduct the
analysis the purpose of which is to assess theldrand dynamics of changes in
the governance quality in 28 countries over theogeof 11 years. Before that,
however, they describe the methodology of theidtu

EMPIRICAL STUDIES

The MAJR measure was built by means of the mettiddeovector aggre-
gate measure [Hellwig 1968, Kolenda 2006, KukuteD®ONermend 2006,
Nermend 2007, Nermend 2008a, Nermend 2008b, Nerr@6@€]. The research
procedure of constructing the measure describgtiararticle was carried out in
five stages: selecting, eliminating and standandiziariables, defining a pattern
and an antipattern as well as defining a synthetatoral measure.

In order to conduct a comparative analysis of theeghnance quality in the
EU-28 in the period of 2002-2012 the authors usedligagnostic variables being
the stimulants in the construction of the MAJR &ggite measure:
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e Xi- Control of Corruption,

* Xz— Government Effectiveness,

« Xs— Political Stability and Absence of Violence/Teism,
*  Xs— Regulatory Quality,

¢ Xs— Rule of Law,

* Xe— Voice and Accountability.

Figure 1. The comparison of MAJR for Poland withviallues for the neighbouring coun-
tries as well as for the new EU Member States.
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Source: developed on the basis of the author’'s stway results

The obtained values of MAJR indicate that in thdaqueof observation the
quality of governance in Poland was relatively lmacomparison to other coun-
tries. And this is the only conclusion confirmeddiher studies on the governance
quality based on the WGI or other popular aggregatieators [Wojciechowski et
al. 2008]. Figure 1, however, allows for the asstumnpthat starting from 2006 Po-
land has improved considerably its governance tyudtinot only has caught up,
but even surpassed some countries (such as Huramgkia and Lithuania) that,
in almost the same time span, initiated the sydramsformation and joined the
European Union on the same day as Poland. Desgitaitial decrease up to 2004
and the period of stagnation in 2004-2005, theegae measure MAJR calculated
for Poland started rising quickly after 2006. Thgsvard trend slowed down a little
in 2011-2012. These fluctuations distinguish Polfxach other European countries
where the measure values have been relativelyestaitsblling over the time of ob-
servation.
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Figure 2. Classification of the EU-28 countries mwead by means of MAJR in 2002,
2004, 2008, 2012.
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Source: developed on the basis of the author’'sstwahy results

It should be noted that there is one more diffeedmetween Poland and the
majority of other countries. Alike Finland, the Retlands and Sweden, Poland be-
longs to this group of countries where governangaity improved after 2008. In
the remaining part of Europe the world financiasierled to the decrease in the
governance quality. Hungary is another exceptiomfthis trend. After an initially
high value of this measure in 2002, a steady dowahwendency was observed, re-
flecting Hungary's transition from the group of cties with a medium level of
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governance quality to the group where the govemanality is the worst in the
EU-28.

Taking into consideration the countries that haeently joined the EU, in
2012 Poland, as well as the Czech Republic, coeldelgarded as the leaders in
this group. Unfortunately, it lags far behind sutdveloped countries as Germany
or Sweden. The classification of the EU-28 coustirethe period of observation
can be found in Figure 2. The maps clearly showdttision into the countries en-
joying the high governance quality (classes one tara) and those where the
MAJR measure values are average to low (classesg #nd four). Scandinavian
countries are the leaders in this classificatiohilevthe new EU members prevalil
in the classes three and four. The lowest posifiotise ranking belong to the most
recent newcomers - Bulgaria, Romania and Croatia.

Also Greece is rated low, with its MAJR measurenpheting after 2008. In
2012 Greece, immediately behind Romania, was theatcp where the quality of
governance was the worst among the 28 observedries. What is more, in the
same year the governance quality worsened (i.evahe of the MAJR decreased)
in Austria, Spain, Portugal and Italy, which isarlg demonstrated by their fall in
the above classification.

CONCLUSIONS

The multi-aspect concept gbvernance at the national level is transformed,
with the view to its operationalisation, into theéas of good governance. Thus cre-
ated dimensions of the governance quality commisdde range of public tasks
implemented on behalf of the society. Distinguighthese dimensions facilitates
the observation and measurement of changes witttih ef them. Yet, the obser-
vation of changes in the constituent indicatorssdo& make it easier to draw con-
clusions about the governance quality as a whahty e overall view allows to
assess the governance and its modifications irotigeer perspective, without re-
ferring to individual dimensions. In this artickeetauthors carried out the compara-
tive analysis of the governance quality in EU-2@ressed by means of the vector
aggregate measure built of six constituent WGIdattirs. The analysis allowed to
divide the observed countries into four groups ediog to the level of their gov-
ernance quality. Moreover, the authors could dramewhat surprising conclu-
sions from the analysis of the governance quaiftyathics in individual countries,
as well as from the cross-sectional study in thelevroup.
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Abstract: This paper uses dissimilarity indexes to examimether there is

equity or not in the time dedicated by mothers &amithers to childcare

activities, since according to the literature,sitrtecommended that both the
mother and the father participate in them togetfAdre study focuses on
Spain, a country where currently there is a gredtate on this topic. The
data were provided by the Time-Use Survey, condudtg the Spanish

Statistics Office in years 2009-2010 and the futalabase consists of 1,878
heterosexual households with children. Results catdi that male

participation in childcare is still far from femagarticipation, although the

way both men and women distribute their childcaneetamong childcare

activities is certainly similar.

Keywords: Time use, childcare, gender, dissimilarity indékme-Use
survey

INTRODUCTION

Time use is one of the topics that have generdtedriost interest among
economists and social researchers since the maldist century. A well know
series of gender gap questions, including the te&dow the distribution of roles
within households and to value unpaid work to adagmial policies to the new
reality, among others, led to the collection ofdise data [del Val Garcia 2012].
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However, the list of benefits that can be obtaifrech analyzing time-use data is
very much longer, including social trends, ageinygl dife-cycle, educational
differences, well-being and health, the estimatbhousehold production outputs,
etc.

According to the literature on time use, both rmeothand fathers have
increased the amount of time they devote to chieldfGauthier et al. 2004],
[Bianchi et al. 2006], [Gray 2006], [Sullivan 200§{Craig 2006], [Craig et al.
2010]). One of the main reasons for this mightheedhange in social expectations
of what constitutes adequate parenting [Coltran@7R0As a consequence, the
amount of time necessary to produce a “good” chitgh has ratcheted up
tremendously [Sayer et al. 2004]. However, thigéase in the time that parents
devote to childcare does not mean that the avetisgygbution of care has become
more gender-equal. As women entered the labor matke number of families
with parents sharing childcare could be expectedinarease significantly.
However, while men have increased their participatin childcare (and other
domestic tasks), this rise does not matchetttent to which women have taken up
market work ([Sayer 2005], [Sullivan 2006], [Fislegral. 2007]).

Here we study the distribution of roles in Spanish deholds for
childcare activities. According to the Spanish Titdee Survey §TUS)
2009-2010, the childcare activities we consider argsical childcare and
supervision, teaching the children, reading, plgyand talking with the
children, accompanying the children and other claitd, whether specified
or not. More specifically, we focus on the disttibn of that time among
the childcare activities considered. That is, wespea to check for parent
specialization in those tasks.

In order to study parent specialization in childctasks, we will use
the Dissimilarity Index DI), a particular case of the Duncan and Duncan
index ODI) [Duncan and Duncan 1955]. Both tB¥®l and theDl have
been widely used in the literature to study sedrega but could be
interpreted as specialization indexes, especiadyt.

The article is structured as follows. In Sectios Aevoted to data and
methods. In that section we introduce the mainasttaristics of the STUS
2009-2010 and point out its main drawbacks, and alefine the
dissimilarity index. In Section 3 we present thamrasults of this research.
Finally, we highlight the most relevant conclusiamsched through this
research.
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DATA AND METHODS

Data

As said above, the data we have used come from ZD09-2010, which is
based on the preceding STUS 2002-2003 and the nedelipes of the
Harmonized European Surveys on Time Use compiledurpstat.

The three basic units of observation and analyss$ are considered in
STUS 2009-2010 are (i) the individual members @& Household aged 10 and
above, (ii) private households residing in main ifgrdwellings, (iii) the days of
the week.

According to the STUS 2009-2010, a household fseé as the ensemble
of people who occupy a main family dwelling, or tpaf it, in common and
consume and/or share food and other goods chaméldetsame budget. Each
household selected in the sample is allocated aotiftye week (from Monday to
Sunday) to complete the activity diary. All houskehmembers aged 10 years old
and over should complete the diary for the seledtad The diary timesheet covers
24 consecutive hours (from 6 a.m. to 6 a.m. thiedehg day) and is divided into
10-minute intervals, in which the respondent hasate the main activity, the
secondary activity (simultaneous) that he or shitopeed at the same time (where
applicable), whether he or she was with other knpessons at that time, where he
or she was or the means of transport used, asawelihether or not he or she was
using a computer or the Internet when performings¢hactivities. Nevertheless,
even though STUS 2009-2010 collects informationboth main and secondary
activities, we only proceed with main activitieschase of the small number of
households reporting that they perform secondailgadre activities (less than
800) and the inconsistency of their responses. ddmsiot be considered a problem
if we do not conflate primary child care activitiegth the time that parents spend
with children.

The size of the planned sample was around 11¢&8lings, but after
removing the empty dwellings and the dwellings tbatild not be sampled, the
sample was reduced to 9,541. Since the househdldaterest for childcare
research are those made up of at least one hetaedbsmuple with children, we
initially selected households where the refererersgn was part of a heterosexual
couple. However, surprisingly, we could not use ¢lassification used in STUS
2009-2010 because of the discrepancy between e @f household and the
kinship of household members (this is a seriousvdagk of STUS 2009-2010).
Consequently, we set up our own classification seléct 6,259 households of
interest (including a heterosexual couple). Finadiyly 1,878 of these households
reported having devoted at least ten minutes tlwednie activities the day they
filled the one-day diary (we exclude Ceuta y Malifitom the database). Therefore,
the final database of households with heterosepastnts and children contains
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1,878 units (households). Table 1 shows the numibenits by Spanish provinces.
The Spanish provinces are shown in Figure 1.

Table 1. Number of households in the final dataplaggrovince

Province  Units Province Units  Province Units Provigce  Units
Alava 11 Castellon 21 Las Palmas 41 Segovia 7
Albacete 22 Ciudad Real 23 Leodn 11 Sevilla 49
Alicante 52 Cérdoba 15 Lérida 12 Soria 6
Almeria 17 Cuenca 6 Lugo 7 Tarragona 12
Asturias 62 Gerona 23 Madrid 245 Teruel 16
Avila 8 Granada 18 Malaga 47 Toledo 45
Badajoz 39 Guadalajara 18 Murcia 66 Valencia 73
Baleares 70 Guiptuzcoa 33 Navarra 143 Valladolid 28
Barcelona 151  Huelva 18 Orense 9 Vizcaya 50
Burgos 15 Huesca 5 Palencia 8 Zamora 6
Céceres 24 Jaén 12 Pontevedra 53 Zaragoza 58
Cadiz 35 La Corufia 43 Tenerife 23

Cantabria 54 La Rioja 64 Salamanca 4

Source: Own elaboration from STUS 2009-2010.

Figure 1. Map of Spanish provinces
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We selected the childcare activities from the tisat mirrors the list
published in EUROSTAT’s 2008 guidelines (see T&)leso our final database is
composed of nearly 20,000 observations correspgntiinthe time devoted by
mothers and fathers to 5 childcare activities 8V8&,households.
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Table 2. Childcare activities

Definition Example
CHILDCARE Childcare by parents or older siblings of Grandparents who are
children, other household members members of the

household...) of child
household members
Physical childcare Feeding them, dressing them, putting therthanging my baby's
and supervision of to bed, rocking them, getting them up,  nappies
children washing them...
Supervising them at home and outside.
Teaching the Helping the children with their homework Checking their
children teaching them to do specific things. homework
Reading, playing  Reading, playing and talking to children Readingntha story
and talking with

the children
Accompanying the Going to the doctor’s with the children. At school with my
children Waiting for them at a sports center, musi children

class... if no activity different from waiting

is specified. Visiting school or the nurser

It includes parents' meetings with teache
Other childcare, Other childcare Listen to my daughter
whether specified playing the piano at
or not home

Source: Own elaboration from the Spanish Stati€igEe (INE).

Methods

As stated in the introductory sectioD| is a particular case of the well-
known DDI which have usually been used to indicate whethgoplation group
IS segregated or not. A population group is saitl mobe segregated if the
percentage it represents over the total populatioa region is replicated when
considering the different parts in which that regaan be, administratively or not,
divided. By contrast, it is said to be segregatelat population group is confined
to some parts of that region. TB# (Duncan and Duncan 1955) is the particular
case of eDDI when the number of groups is only two. Thus, Bhe&compares the
difference in percentages between the two groumssacthe area under study.

Here the population we consider is parents witlidm, the population
groups being fathers and mothers, and the nonaspatjion being the space of
childcare activities (it could also be interesting consider the space of
households). Then, we use the (which in our case coincides with tBdI since
there are two population groups) to compare theiloligion of the time employed
by fathers and mothers across the artificial spEcehildcare activities we have
created.
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The standard formula for the dissimilarity indexas follows:

X X
X

where x and y, represent the size of the minority and majority ydapon groups,

respectively, (usually) in census tracandX andY are the size of the minority and
majority groups, respectively, in the area undediusually a municipality).

In our researchy; represents the time devoted by men to childcaieityct
i, X is the time men devote to childcare activitigds the time devoted by women
to childcare activity, andY the time women devote to all the childcare adésit

The DI is bounded between zero and one. Zero indicatesmuin
dissimilarity/segregation across activities; ttgtthe percentage of time that men
and women spend on each of the activities congidsrthe same across the space
of activities. By contrast, one indicates maximumsinilarity/segregation. In
other words, if we construct a bi-dimensional tatfleelative frequencies, the rows
indicating the different childcare activities andlumns containing the two
genders: men and women (see Tabld8x0 when factors, childcare activities and
gender are independent (both marginal distributioaspressed in relative
frequencies, are the same). A value fE1 will be obtained in the case of
functional dependence, that is, when one of the tetls in the marginal
distributions of the activities contains a zerdl(§pecialization).

n

-1
DI _22

i=1

, 0<DI<1

Table 3. Theoretical frequency distribution ofldbare

Men Women Total

Activity 1 X A X +Y,

Activity 2 X, Y, X +Y,
Activity n X, A X, +Y,
Total X Y X+Y

Source: own elaboration from Spanish Statisiiffice (INE).

RESULTS

As said above, the main objective of this artidea analyze whether the
distribution of the time that fathers (and consedjyemothers) devote to childcare
activities is the same across the artificial spafcactivities or, by contrast, whether
they specialize in some activities. This informatis provided by dissimilarity
indexes. To better understand the results obtaiiteild, necessary to take into
account that, according to STUS 2009-2010, in Spaim third of total childcare
time corresponds to men and the remaining two shivdvomen.
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When considering the whole country, the distributiy activity) of the
time fathers spent on childcare does not diffenificantly from how women
distribute the time they devote to childcare amantvities (Figure 2). The only
relevant difference is that men participate morplaying, reading and talking with
the children, while women are more involved in pbgikchildcare and supervision
(the most time-intensive activity). Thus, it is sorprise that th®I for Spain is
low: 0.14. This means that while men participatehiidcare only half as much as
women, both men and women distribute their childdane among the different
activities in a similar manner.

Figure 2. Parent distribution of childcare timeawnfivity

Men Women
(12,733 ten-minutes (24,524 ten-minutes episods)
episods) M Physical childcare

u Physical childcare

- and supervision of
and supervision of

. children
children M Teaching the
u Teaching the children

children
. Reading, playing

“Reading, playing and talking with

and talking with the

. the children
children | M Accompanying the
M Accompanying the children

children

d Other childcare 1 Other childcare

Source: own elaboration.

Table 4 lists theDl values for Spanish provinces when analyzing the
discrepancy between the fathers’ and mothers' x®ab the distribution of the
time they spent on the five childcare activitieasidered. Th®I| ranges from 0.05
(Gerona) to 0.49 (Cuenca and Segovia). In gendralmost important Spanish
provinces are associated with a I@ (less than 0.20), whereas the higheks
correspond to depressed provinces.

One interesting result is that tBe is significantly and negatively correlated
with fathers’ degree of participation (Pearson’srelation coefficient = -0.30;
Spearman’s rank correlation coefficient = -0.38hickh means that the higher
fathers’ participation in childcare activities, there similar the male and female
vectors of the percentage of time they devote th eativity.

CONCLUSIONS

From our analysis it can be firstly concluded fashand mothers do not
participate equally in childcare. In fact, motheygend twice as much time as
fathers on childcare activities. But, despite martipipating much less than
women in childcare activities, they distribute théame among the five activities
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considered in a very similar manner to women, whiebults in a very low

dissimilarity index (0.14). This result, which che extended to the majority of
Spanish provinces, constitutes the second condusioally the third conclusion

is that the higher the level of father participatio childcare activities, the more
similar the male and female vectors of the peragnt time they devote to each
childcare activity.

Some interesting avenues for future research declcomparing Spanish
results to those stemming from the Time-Use Suredysher countries, searching
for the latent factors that explain the low levélneale participation in childcare
activities, analysis of the disparity in the amoohtime devoted by mothers and
fathers when analyzing the households that dweHlénareas of interest, etc.

Table 4.DI value for Spanish provinces

Province DI Province DI Province DI Province DI
Alava 0.25 Castellon 0.13 LasPalmas 0.17 Segovia 0.49
Albacete  0.12 Ciudad Real 0.16 Leon 0.21 Sevilla 0.23
Alicante 0.24 Coérdoba 0.19 Lérida 0.16 Soria 0.46
Almeria 0.30 Cuenca 0.49 Lugo 0.22 Tarragona 0.24
Asturias 0.18 Gerona 0.05 Madrid 0.11 Teruel 0.18
Avila 0.24 Granada 0.21 Malaga 0.11 Toledo 0.30
Badajoz 0.24 Guadalajara 0.28 Murcia 0.28 Valencia 0.18
Baleares 0.17 GuipUzcoa 0.20 Navarra 0.13 Valladolid 0.26
Barcelona 0.17 Huelva 0.21 Orense 0.09 Vizcaya 0.15
Burgos 0.35 Huesca 0.18 Palencia 0.15 Zamora 0.36
Céceres 0.13 Jaén 0.24 Pontevedra 0.18 Zaragoza 0.18
Cadiz 0.17 La Coruia 0.12 Tenerife 0.30

Cantabria 0.20 La Rioja 0.13 Salamanca 0.24

Source: own elaboration.
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Abstract: In this paper we proved that a fast fixed poinbaltym known as

FastICA algorithm depending on maximization the gerssianity by using
the negentropy approach is one of the best algorftr solving ICA model.

We compare this algorithm with Gradient algoritifhe Abu Dhabi Islamic
Bank (ADIB) used as illustrative example to evatudhhe performance of
these two algorithms. Experimental results show tha FastICA algorithm
is more robust and faster than Gradient algorithistock market analysis.

Keywords: independent component analysis, nangaussianityenegpy,
stock market analysis

INTRODUCTION

Independent Component Analysis (ICA) is a mathesabind computation-
al technique for revealing hidden factors that ulelsets of random signals (vari-
ables) [Comon 1994; Jutten, Herault 1991; Hyvarieeal. 2001]. These underly-
ing latent variables are called sources or indepeihdomponents (ICs) and they
are assumed to be statistically independent of eflcbr and nongaussian. The
technique of ICA is a relatively new invention.thre middle of 1990s, some highly
successful new algorithms for solving the ICA modelre introduced by several
research groups [Hyvarinen, Oja 2000; Hyvarinen919@ardoso, Souloumiac
1993;Choi et al 2001; Pham, Cardoso 2000; Pham, Garat 1997; Bedani et al.
1996; Jutten 2000; Jutten, Herault 1991]. The maathematical problem of ICA
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can be described as follows: we obsemveandom variables;, x,, :*- x,,,, which
are modeled as linear combinationsyadndom variables,, s, - s,,:

Xi = Qj1S1 T QS AjnSp (1)
foralli =1, 2, ..., m, whera;; are some real mixing coefficients. Thare statisti-
cally mutually independent. The matrix represeatatf equation1) can be ex-
pressed as:

X =As (2)
wherex is an observedmdimensional vectors is n-dimensional (latent) random
vector whose components are assumed mutually indepe andA is a constant
mxn matrix to be estimated. It is usually further asedrthat the dimensions &f
ands are equal, i.em=n. Basic ICA model describes how the observed data ar
generated by a process of mixing the independanpooentss;. The independent
components; are the latent variables which means that theyar®bservable di-
rectly. Also the mixing coefficients;; are unknown. ICA uses solely the observed
datax; to estimate both the IGs and the mixing coefficients;;. The task in ICA
is to find both the latent variables or sourggand the mixing process; in the line-
ar case, the latter task consists of finding theimgi matrixA. A popular approach
is to find a demixing matri}¥V so that variableg; in y=Wx are estimates of, up
to scaling and permutation. Hence W is an estirohthe (pseudo)inverse & up
to scaling and permutation of the rowsWf Often the latent variables are esti-
mated one by one, by finding a column veaigr(this will be stored as a row
of W) such that; = w! x is an estimate of;.

In order to calculate a demixing matii¥ (i.e. to estimate ICs), numerous
ICA algorithms have been developed with variousregghes. In this paper we try
to review the most important two algorithms to sadllie ICA model based on max-
imization of nongaussianity by using negentropyrapph, namely Gradient algo-
rithm and FastICA algorithm [Hyvarinen 1997; Hyvign 1999; Hyvarinen, Oja
1997]. In practice, before application of these talgorithms, suitable prepro-
cessings often compulsory i.e. centering and whiteninge Dbserved vectof is
first centered by removing its mean. A zero-meamloa vector z=4,2,...,2)" is
said to be white or spheifeits componentsz are uncorrelatednd have unit vari-
ances. This means that the covariance matrix (#sas¢he correlation matrix) of
z equals the identity matrix. Centering and whitgntan be accomplished by prin-
cipal component analysis (PCA).

Abu Dhabi Islamic Bank (ADIB) used as illustratiegample to evaluate
the performance of these two algorithms. Experialergsults show that FastiCA
is more robust and faster than Gradient algorithistock market analysis.
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RESEARCH METHODOLOGY

Estimation the independent components (ICs) isallartging task because
ICA uses solely the observed datdo estimate both the IGsand the mixing co-
efficientsaj. Several approaches for solving ICA model areqes] during last
decade. Maximization of nongaussianity based oremtegpy is one of these ap-
proaches. Maximization of nongoussianity basedementropy is a simple and in-
tuitive principle for estimating the model of indgmlent component analysis
(ICA). Nongaussian components are independent. &leswianity is actually of
high importance in ICA estimation. If the nongaasdy does not valid, then the
estimation is not possible at all. To use nongandyi in ICA estimation, we must
have a quantitative measure of hongaussianityrahdom variable, say To sim-
plify things, let us assume thais centered (zero-mean) and has variance equal to
one. Actually, one of the functions of preprocegsim ICA algorithms is to make
this simplification possible [Hyvéarinen, Oja 200@ne of the most important
gquantitative measures of nongaussianity is a heggnas we show below.

Negentropy

Negentropy is based on the information theoretiangjty of (differential)
entropy [Hyvarinen et al. 2001]. The entropy ohadom variable can be interpret-
ed as the information degrees of a given obsertiabla. The entropi of a ran-
dom vectorx with densityf(x) is defined as:

H(x) = —j f (x)log f (Xdx 3)

A fundamental result of theformation theory is that a gaussian variable has
the largest entropy among all random variables gqufaké variance[Hyvarinen
1999]. The entropy is small when variables areffan the gaussian, hence it can
be used in theneasure of nongaussianity. ThegentropyN of a nongaussian ran-
dom vectorX is defined as:

N(X)=H(Xg)-H(X) (4)

whereXg is a gaussian random vector whose covariancexnstequal to that of
X. Note that negentropy is non-negative and zeemdf only if the vectoK has a
gaussian distribution. The main problem in usingamropy is that it is computa-
tionally very difficult. Hence simpler approximatie of negentropy are very use-
ful. A classical method to approximate negentrapysing higher-order cumulants,
for example as follows [Jones, Sibson 1987]:

N(X):éE{X3}2+4—18kurt{ X}2 (5)

whereX is assumed to be a zero mean and a unit varidribe.random variabl&
has a symmetric distribution, then the first temihie right-hand side of Eq. (8) is
equal to zero, and so this approximation oftenddgadhe use of kurtosis as in the
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preceding section. To avoid this problem we caifioper the approximation bys-
ing a non-quadratic functio® as follows:

N(X) « [E{G(X)} — E{G(»)}]? (6)
wherev is a gaussian variable with a zero mean and avaniénce (i.e. standard-
ized). Here, one must choose G wisely. In partigcuthoosingG that does not
grow too fast one obtains more robust estimatdns. fbllowing choices o6 have
proved very useful

G(X) = aillog cosh a, X (7

2
G, (X) = —Exp (5-) (8)
Wherel < a; < 2 is a constant often taken equal one.

Negentropy, based on the information theoretic tityaof entropy is a best
method of measuring nongaussianity, it can be qune#ly simple, fast to com-
pute, more robust, enable the deflationary (i.e-loyrone estimation of independ-
ent components), and force the estimations of ndependent components to be
uncorrelated.

Gradient algorithm using negentr opy

The main task in the independent component anafiSis) problem is to
estimate a demixing matri#%/ that will give us the independent componentshis t
subsection we derive a simple gradient algorithnmiaeximizing negentropyl ak-
ing the gradient of the approximation of negentrapy6) with respect tav, and
taking the normalizatiod {(w”z)?} = ||w||? into account, one obtains the follow-
ing algorithm [Hyvarinen et al. 2001]

Aw < yE{zg(w" z)} (9)
- ”:—” (10)

wherey = E{G(wTz)} — E{G(v)}. The functiong is the derivative of the function
G used in equations (7) and (8). The paramgtean be estimated on-line as fol-
lows:

Ay < [G(w"z) — E{G)}] — ¥ (11)
The final form of the gradient algorithm is sumrzad as follows:
Center the data to make its mean zero.
Whiten the data to give z.
Choose an initial random vectarof unit norm, and an initial value fer
UpdateAw « yzg(w™z).

Normalizew « ——
[lwl]

If the sign ofy is not known a priori, updaté\y o [G(wTz) — E{G(v)}] — .
If not converged, go back to step 4.

No g kNP
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Fastl CA algorithm using negentr opy

In this subsection we derive the fixed-point altori (FastlCA) using
negentropy for maximizes the nongaussianity [Hyemiet al. 2001]. The result-
ing FastICA algorithm finds a direction, i.e., atanvectorw, such that the projec-
tion wTz maximizes the nongaussianity. Here nongaussiamigsured by the ap-
proximation of negentropy (w”z) given in (6). Recall thaw”z must constrain-
ing to have a unit variance, this is equivalentud| = 1.

Looking at the gradient method in (9) immediatalggests the following fixed-point itera-
tion:

z <« E{zg(w"2)} (12)
- ﬁ (13)

The iteration in (12) has to be modified becausdoigsn’'t have a good conver-
gence. This can easily do as follows:

(1+ a) = E{zgwT2)} + aw (14)
whereqa is a constant. One must choaswisely to obtain an algorithm that con-
verges faster than gradient algorithm.

FastICA can be found using Newton’s method appnakion. To derive the
approximative Newton method, first note that thexima of the approximation of
the negentropy ofv”z are typically obtained at certain optima 6{G(wTz)}.
According to the Lagrange conditions, the optimaE¢&(wTz)} under the con-
straint E{(w”2)?} = ||w||?> = 1 are obtained at points where the gradient of the
Lagrangian is zero [Hyvarinen et al. 2001]:

E{zgwT2)}+pw =10 (15)
To simply solve equation (15) by Newton's methaatFl= E{zg(wTz)} + Bw,
we obtain its gradient as:

Z=E(z7'g (WT2)} + pI (16)
Since the data is whitened, we can simplify thesigion of this matrix by

approximate the first term in (16) as follows:
E(zz' g W'2)} ~ E{zZ'}E{g W 2)} = E{g W 2)}1.

Thus the gradient becomes diagonal, and can dasilyverted. Thus we obtain the
following approximative Newton iteration:
E{zg(wTz)}+Bw
‘g (47

After straightforward algebraic simplification wévg the basic fixed-point
iteration in FastICA:

w e« Efzgw'2)} - E{g W 2)}w (18)

wew—
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Then the basic form of the FastICA algorithm cardescribed as follows:
1. Center the data to make its mean zero.

2. Whiten the data to give z.
3. Let we« E{zgwT2)}—E{g W 2)}w.
4. Letw « —.
llwll
5.

If not converged, go back to step 4.

These two algorithms just give estimates only omependent component.
In practice, we have many more dimensions, andtbes, we usually want to es-
timate more than one independent component. Tmsbeadone by several meth-
ods.

EMPIRICAL RESEARCH

Forecasting stock market has been one of the Highaienges to the scien-
tific community. It requires the use of a possilalsge set of input variables. Selec-
tion of a useful subset of input variables is didift task. ICA has been widely
applied to financial time series analysis. It is s extract the independent compo-
nents (ICs) from a very complex data set, theseaf@sstatistically independent
from each other. The ICA procedure reduces the eurob input variables to a
much smaller set of ICs. These ICs are expectadpture most of the useful in-
formation of original data.

Artificial Neural network (ANN) technique is regad as more suitable for
stock market forecasting than other techniques; #re able to learn and detect
patterns or relationships from the data itselinc8iproperly estimated ICs are sta-
tistically independent from each other, we canthsen as an input of neural net-
work that can be used to forecasts of the stockabam empirical study we use
the Independent Component Analysis (ICA) as a pagssing algorithm to fore-
cast the stock market.

In our empirical, ICA is firstly applied to analyzhe financial time series
data to get statistically mutually independent comgnts. The analyzed ICs are
conducted as the input of NN for constructing a&dasting model. We will try to
apply the historical data of the last trading dagjuding daily open, highest, low-
est, closing price, daily volume and daily turnoasrthe input of NN, the output of
the NN include the closing price of the next tragifay.

For compering the performance of Gradient algoritand FastlCA algo-
rithm, we select the data of ADIB trading day fr@utober 05, 2010 to December
31, 2013. We will use three different types of datanput variables of NN. These
types are:

» Type 1: the original six time series include dajfyen price, daily highest price,
daily lowest price, daily closing price, daily vahe and daily turnover of the
previous period (Figure 1).
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« Type 2: the six ICs obtained by applying Gradidgbdathm to original time se-
ries (Figure 2).

« Type 3: the six ICs obtained by applying FastlCéoaithm to original time se-
ries (Figure 3).

Figure 1: original data of ADIB from October 05,120to December 31
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Figure 2. Analyzed data of ADIB from October 0812 to December 31, 2013 using the
Gradient algorithm
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Figure 3. Analyzed data of ADIB from October 051200 December 31, 2013 using the

FastICA algorithm
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Using the previous different types of input data @btain three different
prediction models (Original-NN, Gradient-NN and #@#&-NN) respectively.
A three-layer Back Propagation neural network whicmtains input layer, one
hidden layer, and output layer is chosen in thislyt

The performance is evaluated by using the followiegformance measures:
the root mean square error (RMSE), the normalizednrsquare error (NMSE),
the prediction error (PE) and the correlation doedht (R). The smaller RMSE,
NMSE and PE values and the larger R value reprdabentess deviation, that is,
the best performance. Table 1 illustrates the eogbiresults of those three differ-
ent models.

Table 1. The ADIB closing price forecasting results

Algorithm RMSE NMSE PE R
Original-NN 0.98902 0.25287 0.13325 0.59253
Gradient-NN 0.23536 0.09855 0.09899 0.75547
FastICA-NN 0.09271 0.01448 0.07375 0.96036

Source: own elaboration

From table 1we can observe that the FastiCA-NN rhbdee smallest val-
ues of RMSE, NMSE, PE and have a largest R froraratiodels. Thus, the Fastl-
CA-NN model can produce lower prediction error digher prediction accuracy
of the closing price forecasting. Thus, we can sanue that the FastlICA algo-
rithm outperforms the Gradient algorithm in anatggtime series data.
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Figures 4 - 6 represetite actual daily ADIB closing price and the preéitt
values of the Original-NN, Gradient-NN and FastIGIAF Models respectively.

Figure 4. The actual daily ADIB closing price ahe predicted values of the Original-NN
model
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Figure 5. The actual daily ADIB closing price ahe predicted values of the Gradient-NN
model
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Figure 6: The actual daily ADIB closing price aie fpredicted values of the FastiCA-NN
model
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CONCLUSION

Recently, ICA has been widely applied to finantiae series analysis. Es-
timation the independent components (ICs) is acdiffftask. Some highly success-
ful new algorithms with various approaches for sa\the ICA model were intro-
duced by several research grouptock market forecasting has been one of the
biggest challenges to the scientific community.iffsial Neural network (ANN)
technique is regarded as more suitable for stoakehforecasting than other tech-
niques. Since ICs are statistically independemhfeach other, we can use them as
an input of neural network that can be used toctsts of the stock market.

In this paper we proved that a fast fixed poinbéathm known as FastiICA
algorithm depending on maximization the nongausgsiarsing the negentropy ap-
proach is better than Gradient algorithm for s@i@A model. The Abu Dhabi Is-
lamic Bank (ADIB) used as illustrative example teakiate the performance of
these two algorithms. In empirical study we useltidependent Component Anal-
ysis (ICA) as a preprocessing to forecast the stoekket. Experimental results
show that FastICA is more robust and faster thaad@nt algorithm in stock mar-
ket analysis.
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Abstract: The return rate in imprecision risk may be desdibs a fuzzy

probabilistic set [Piasecki, 2011a]. On the othdesin [Piasecki, Tomasik
2013] is shown that the Normal Inverse Gaussiarnbigion is the best

matching probability distribution of logarithmic ttens on Warsaw Stock
Exchange. There will be presented the basic prigseift imprecise return

with the Normal Inverse Gaussian distribution diife value logarithm. The
existence of distribution of expected return rateliscussed. All obtained re-
sults may be immediately applied for effectivenasalysis at risk of uncer-
tainty and imprecision [Piasecki, 2011c]

Keywords: Normal Inverse Gaussian distribution, uncertaiigk, impreci-
sion risk, fuzzy present value

INTRODUCTION

Typically, the analysis of properties of any seisuis kept, as analysis of re-
turn rate properties. The future value of a segusitpresented as a random varia-
ble. Distribution of this random variable is formalage of uncertainty risk. In [Pi-
asecki, Tomasik2013] is shown that the Normal IsggBaussiandistribution is the
best matching probability distribution of logarittmmone-day return rates on War-
saw Stock Exchange.

On the other side, any present value is approxiypatjual to market price.
For this reason a present value may be given agzy number. Then the return
rate of is given as a fuzzy probabilistic set. fertips of this return are considered
in [Piasecki 2011b] for the case of any probabitltgtribution of future value. In
[Piasecki 2014] the fuzzy probabilistic return pphed for financial decision mak-
ing.
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Taking into account all above results, we seeithptecise return rates on
Warsaw Stock Exchange may be determined by ondatgyrithmic returns as
fuzzy probabilistic set under the Normal Inverseu&an distribution. Basic
properties of these returns will be investigatedhis paper. The main goal of our
considerations will be to define a three-dimensigisk image for such logarith-
mic return rate.

RETURN RATES

Let us assume that the time horizon 0 of an investment is fixed. Then
any security is determined by two values:

- anticipated future value (FVy, € R* ,

—assessed present value (R R*.

The basic characteristic of benefits from owning fhstrument is a return
rater € R given by the identity

r =1y, V). 1)

In the general case, the functioriR* x RT — Ris a decreasing function of
PV and an increasing function of FV.

Let the set of all securities be denoted by theb®fih Each security Y is
represented by its return rate According to the principle of maximizing benefits
the set of all securities may be ordered by thetici R[r] c Y X Y defined as fol-
lows

YR[rlZ &1y = 1y5. (2)
In the special case we have here logarithmic retaten
—InZ
R=1In 7 3)
For any returng and logarithmic return® we have
r=r(1,eR). (4)

It means that any return rate is an increasingtfonof logarithmic returns.
Therefore any returp defines ordeR[r] equivalent to the orde?[R] defined by
logarithmic returi®. This observation prompts us to replace the sufdgny re-
turns by the study of logarithmic returns.

The FV is at risk of uncertainty. A formal moddlthis uncertainty is the
presentation of FW, as a random variablg: Q = {w} — R*. The sef is a set
of financial marketelementary states. In the ctadsapproach to the problem of re-
turn rate determination, PV of a security is idedi with the observed market
priceC. Then the return rate is a random variable, wisct uncertainty risk. This
random variable is determined by the identity

R(w) = ln@ . (5)
In practice of financial markets analysis, theanainty risk is usually de-

scribed by probability distribution of return ratég the moment, we have an ex-
tensive knowledge on this subject. Empirical Esithave shown that capital mar-
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kets can differ from each other type of best suitisttibution returns. That conclu-
sion is the result of a comparison research reseléding to the German capital
market [Eberlein, Keller 1994] with the results Mfroresearch dedicated to the
American capital market.[Weron, Weron1999]. Thising® out validity of

a search for type of return rates distribution mable to the Polish capital market.
From the literature it is known to a lot of subdits of empirical distributions of
returns on the Polish capital market. These rebalte been discussed in [Piasecki,
Tomasik 2013]. In the same book have been studirans on shares making up
the portfolios defining stock indexes WIG20,mWIG40d sWIG80. The survey
covered all quotations for the period from 09.298 8l 03.03.2010. This period
is divided into a bull market periods and bear raageriods. Distinct studies cov-
ered duration of each bull or bear market. In tdtedre were tested 694 time series
of quotations. The study subject was one-day ltiyaic return. Piasecki and To-
masik (2013)have shown that the Normal Inverse &anglistribution is the best
matching probability distribution of logarithmic teens on Warsaw Stock Ex-
change.

TheNormal Inverse Gaussian distribution was intoedu in [Barndorff-
Nielsen 1977]. This distribution is characterizedds = (a, 8, &, u) of four para-
meters fulfilling « € RY, B € (—a,a), § € Ry, u € R. The density function
fyic ¢ l@): R — R*of the Normal Inverse Gaussian distribution is gil®y the
identity

fuie(xlw) = fyie(xla, B, 6, 1) =

adKq|ay 62+ (x—p)?
_ TP, exp{o @B + b)) ©
where(;: Rt — R*is the modified Bessel function of the third kinetekrmined by
the identity

Ki(x) = %fooo exp {— > (y + %)} dy. @)
Let us take into account fixed security. If thetudlgition of its logarithmic
return rate is given by the identity (6), then tlemsity functionf, (- |C,@): R* —
R* of FV distribution is defined as follows

fV(x|C, w) = fnic (ln% |w) (8)

Assessment of security FV is based on objectivasmement only.
It means that the density function of FV distribuis independent of how the PV
is determined. Expected FV and its variance exigays. This is due to the fact
that expected value and variance exist for eacmidbmverse Gaussian distribu-
tion [Bglviken, Benth2000].

The security PV security is approximately equadeourity market pricé.
Thus it may be at imprecision risk. Then PV isaliéed by fuzzy number in the
sense given by Dubois and Prade(1979). This apprisastudied by Ward (1985),
Buckley (1987, 1992), Gutierrez (1989), Greenhuatet (1995), Kuchta(2000),
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Lesage (2001), Sheen (2005) and Piasecki(2011d,b20The security PV is a
fuzzy number dependent on market pri€e Each PV membership function
u(-|C): R* — [0; 1] fulfils following properties
u(C|e) =1, 9)
vx,y,zeR": x <y<z= y(y|(f) > min{,u(x|Cv),u(z|(f)}. (20)
The above-mentioned imprecision risk is caused élgalioural reasons.
Each investor takes into account the lowest passitdrket price and the biggest

one. The security PV should be greater than thesbwossible price. Also, the se-
curity PV should be less than the biggest possibte. Therefore, we additionally

assume about any PV membership functién|C): R* — [0; 1]that it fulfills fol-
lowing condition
VC € R*: 3Cin Cmax € RT: Copin < € < Cnax A #(Crin|€) = 1(Crrae|C) = 0. (11)
Immediately from (10) and (11) we obtain
VC € R*1x & (Cruins Comax) = A u(x]€) = 0 (12)
Some example of defined above PV is describedias@eki2011a].

Then the return rate is at risk of coincidenceeutainty and imprecision.
According to the Zadeh extension principle, fortefixed elementary statee) of
financial market, membership functigi-, w|C): R - [0; 1] of logarithmic return
rate is determined by the identity

p( w|C) = max {u(y|é):ye[R§+,r = ln@} = u(e R -V, (w)|C) . (13)
It means that the logarithmic return rate considdrere is represented by
fuzzy probabilistic set defined by Hiroto (1981For this reason, this logarithmic
return rate is called fuzzy probabilistic logariflermeturn.

IMPRECISE ASSESSMENT OF RETURN RATE

For any fuzzy probabilistic logarithmic return wetermine the parameters
of its distribution. We have here distribution apected logarithmic return rate

o(R|C) = f0+°°;1(e_R -x|C) - fy(x|C, @ )dx. (14)
Integrating by substitution we obtain
o(RIC) = e [ u(e|C) - (e - t]C,m)dt = e - [ u(e|C) - fi (e - t]C,m)de .
It proves that distribution of expected logarithméturn rate always exists. Distribu-

tion of expected return rate- |C): R — [0; 1] is a membership function of fuzzy subget

in the real line. This subsé represents both rational and behavioural aspactse ap-
proach to estimate the expected benefits. Thertpected logarithmic return rate is de-
fined as follows

R=R(C)= L5 re(R|C)ar (15)
7= o(R|C)ar



Imprecise return rates on the Warsaw Stock Exchange 157

Similarly as in the case of precisely defined nettate, there are such distri-
butions of expected logarithmic return rate for eththe expected logarithmic re-
turn rate does not exist. We then replace thigibligton with a distribution trun-
cated on both sides, for which the expected ldgaiit return rate always exists.
This procedure finds its justification in the theoof perspective [Kahneman,
Tversky 1979]. Among other things, this theory digss the behavioural phenom-
enon of the extremes’ rejection.

The expected logarithmic return rate is at riskun€ertainty and impreci-
sion. The image of this risk is described in [Pi&$2011c].

We use the following variance of return rate asahsessment of the risk
uncertainty
o2 = g2 (Cv‘) _ f:: f0+°°x-v(x,y|vC)-fV(x C, ZD')dydx

LI v(x, y|C)-o(x

= 16
C, ZD')dydx (16)

where

v(w F@)c) = {retp R+ el) p(R tmolt)l 20 )
Imprecision is composed of ambiguity and indistirests. Ambiguity is the

lack of clear recommendation of one alternativenframong various alternatives.
In accordance with the suggestion given in [Czagjaéd.1982], we evaluate the

ambiguity risk by energy measdr(eﬁ)of expected logarithmic return rate distribu-
tion R. This measure is determined by the identity

f_Jr;o Q(X|Cv')dx _

0= 6(6) = 1+f_+;°Q(X|é)dx- .

(18)

Indistinctness is the lack of explicit distinctibetween the information pro-
vided and its negation. According to the suggestioren in [Gottwald et al.,
1982], we evaluate the indistinctness risk by epytrmeasure(ﬁ) of distribution
of expected logarithmic return rake This measure is described as follows

12 min{o(x|C)1-o(x|C)}ax
1+f_+;° min{g(x|Cv),1—g(x|Cv')}dx'

e=¢(C) = (19)
In this way we describe security with imprecisioeturn as the pair
(R,(02,6,¢)) whereR is expected logarithmic return rate a@f,s,¢) is the
three-dimensional image of risk of uncertainty, aplty and indistinctness. In
[Piasecki2011c] this pair is applied for analydisecurity effectiveness.

CONCLUSIONS

In this paper is shown that for the Normal Inve@aussian distribution the
expected logarithmic return rate distribution ahceé-dimensional risk image al-
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ways exist. Due to results obtained in [PiasecKi4}Qhese tools may be applied
for decision- making on Warsaw Stock Exchange.usehote that for any security
all above models are depend on its current marries.p
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Abstract: The paper analyzes the size of the GPG in ensapibcated in

Poland and with at least 10 employees. For thipgae a linear model is
constructed for individual data that allows to iigtish the influence of sex,
occupation and education on the earnings. Thatvallo explain the size of

income discrepancies caused by external, objedtiutors and assess the
magnitude of sex discrimination.

Keywords: gender pay gap, wage inequality

MEASUREMENT OF GENDER PAY GAP

Introductory remarks

Official statistics publish Gender Pay Gap (GPG}tmbasis of Structure of
Earnings Survey which is carried out in Poland gvyeo years. Calculated values
are presented by Eurostat in separate tablesX¥ags classes, private and public
ownership, for full and part timers and for econoractivities used in statistical
classification according to NACE Rev. 2. Gender Fegp calculated for such
aggregations may be misleading and gives poor hhsigto possible salary
discrimination. For instance in particular sectionemen and men may be
polarized in different occupations. Aggregated GP&wnot also explain the
influence of additional factors such as job experée and education level. As
a result virtual GPG in the micro level remains nmkn.
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Gender pay gap in mainstream economics

Differences in wages between men and women havdewt an extended
field of research in mainstream economics. In tlessic economics maximum
incomes appear when marginal productivity of labeqguals real wage. The lower
the real wage the more the enterprise may emplog aenefit. Real wages
automatically adjust to the supply and demand forkwIn the classical model it is
assured by assumptions of perfectly competitiveketar flexible prices and full
information. In such world wage discrimination istrpossible. Companies will
simply pay wages to men and to women to the amdat maximizes the
companies’ income. Exceptions in the model arewath but they are never
permanent. Keynes models and articles also do efwr rto possible wage
discrimination. It is so because Keynes revoluti@s especially designed against
the idea of voluntary unemployment advocated bycthssics. Keynes himself did
not bother about wage discrimination. Much moréosisrwas for him the idea that
the overall demand may be not sufficient to guaarfull employment. Elastic
nominal nor real wages were for him not a propéutim for curing economy
diseased with involuntary unemployment. Monetaisolution neither addressed
the possible wage discrimination. For monetariséskey issue was to control the
inflation, to control the money supply and to linsifate activity to a necessary
minimum. New Classical Economics followed the stegpwld classics and by
imposing assumptions of rational expectations, mpdsing that individuals
maximize utility — companies maximize profits ang éssuming that full and
relevant information is available it also excluddse possibility of wage
discrimination. Production and employment fluctoasi are explained mainly by
unexpected money supply changes which probablyctaffeth women and men
with the same strength. Rational expectations,llexprices and only voluntary
unemployment in the Real Convergence Cycle Thelsiy @ not emphasize wage
discrimination. Exogenous productivity shocks preably influence male and
female’s level of wages equivalently. With somephef shedding the light on
possible wage discrepancies comes New Keynesianofuos. It raised from the
Keynesian economics in response to its weaknesspscially to the one which is
particularly important for the purposes of thisidet lack of proper micro
foundations. New keynesian economists believe ¢lesical microeconomics is
not relevant in real, complex environment. New Kesians inhabit the theoretical
world with imperfect competition, incomplete marketeterogeneous labour force
and asymmetric information. In this micro area oray search for explanations of
differences in individual wages. However as moghefmodels describe variety of
reasons, seldom can they successfully deal withndi®n between male and
female’s earnings. Implicit Contracts explain whaght be the cause of Walras’
Auction’s Mechanism disfunction in the labour madrkes wages often diverge
from marginal efficiency of labour. Besides othlemfs of this model (for instance:
in times of economic downturn the model does netjgt redundancies) it is not
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clear at all why women ought to have less proféabiplicit contracts than men.
The Efficiency-Wage Theory would justify those difénces but only on the basis
that men on average do work more efficiently thamen and that is why men are
allowed by the market forces to earn more. Selestroodels ground the existence
of wages above market clearing rate by claiming bigher wages are an excellent
incentive to lure better and more efficient empkx/and so to reduce high costs of
doing business (interviews, redundancies of ineffitemployees etc.). According
to those models wage discrepancies between mawaman may appear if men
are on average better employees than women. Pessibke for this may be the
assumption that men are on average better eduoatiénht on average they have
broader or longer job experience. Dubious is thglamation of shirking models
that men need to be paid on average more than waremsure the quality of their
efforts. Minimizing turnover again seems to apmyntales and females with the
same attitude. Even sociological theories that exsigk the importance of fairness
and higher wages for increasing morale and raigirgluctivity are helpless to
explain GPG. Besides recent criticism of Efficienfage Theory that it denials
some basic facts that those who are most effici@itiable for society do not earn
most at all and quite opposite, those who conteithub the subprime crisis by
irresponsible banking policy got high wages anceined in reward enormous
bonuses, the Efficiency-Wage Theory turned outdip implicitly to isolate some
factors that might be responsible for the gap betwemale and female’s wages.
Those could be level of finished education, job exignce and individual,
sociological characteristics affecting efficiencly labour and thus wages. Some
additional ideas about the GPG indicator may cénm@ Insider-Outsider model
as it has implications for the structure of unempient. Higher wages in this
model result from exploiting by employees the eenimorent which is generated
by turnover costs. Higher wages may get employeés langer job experience
and those who negotiate more aggressively andiesfflg. As for mentioned
models objective causes of the pay gap could beatidn, job experience,
productivity and traits of character. The last stmgic variable could be of certain
importancé as men may have different patterns in societyitacah influence their
more “aggressive” behavior at the labour marketvelger it is not easy to measure
features of character. In the article it is assuried this factor is insignificant.
It could be argued that in modern societies pattesh both men and women
become similar and that women have the same geai®ea in the labour market.
However this issue is not measured in this artehel needs more research
especially in the sociologic grounds. As a replasgimfor this variable it is
desirable to take into account a responsibility #raindividual has on his/her post.

1 Zon np. Leibbrandt A., List J.A. (2012) Do Womervodd Salary Negotiations?
Evidence From A Large Scale Natural Field Experin®&BER Working Paper, No.
18511, 2012.
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The higher the responsibility and the complexityasks the higher the wage ought
to be.

Summing up, if men are on average better educdtade longer job
experience, are more productive, have more desittahits of character and carry
out more responsible and complex tasks they sheadd more. In such case there
is no wage discrimination. Only objective reasoxglan the pay gapHowever if
these objective explanatory variables do not helgxplain the differences of
women’'s and men’'s wages then we might have a &ituadf gender pay
discrimination, which could be defined as a situativhere one sex earns higher
wages than opposite sex without any objective cause

DATA AND EMPIRICAL MODEL

Official statistics and empirical analyses of GPG

According to Eurostat on the basis of Structur&afmings Survey, GPG in
industry, construction and services (except puldidministration, defence,
compulsory social security) in Poland representgdthe difference between
average gross hourly earnings of male paid empfoyaed of female paid
employees as a percentage of average gross hoarhings of male paid
employees accounted for merely 4.5% in 2010. hedrout to be a significant
drop as in 2008 GPG indicator equaled 11.4%. THeator was slightly different
in industry, construction and services except @ of households as employers
and extra-territorial organizations and bodies. GF@010 amounted to 4.9% and
in 2008 to 11.1%. Such values in 2010 seem lowomparison to other European
countries. Developed countries, among which onédclst for instance Germany
22.2%, United Kingdom 20.1%, Austria 23.7% had gigantly higher numbers.
Neighbors of Poland from socialistic block also aremuch worse situation —
Czech Republic 21.0%, Estonia 27.3%, Latvia 13.B#huania 11.9%, Slovakia
20.5%. Much higher than Poland’s outcome is theage GPG for UE (16.2%)
and for the Euro area (16.3%) too. Among countiGesvhich data are available,
only Slovenia (2.3%) and Italy have small GPG,ha first case lower than GPG
for Poland and in the second case similar to pa$tG. Such small GPG for
Poland and high for most of other countries raigegial questions and doubts.
Explanation for these discrepancies between casicbuld be that in Poland
woman are simply less discriminated than in otharofean countries. Other
possible interpretation is that there might be antfno discrimination as wage
differences in particular countries result fromaattjve factors. This interpretation
may be grounded by family patterns. In Poland irstteases both parents work

2 For possible objective reasons of GPG see for pl@mmaram D.l. (2010) The gender
pay gap: Review and update, China-USA Business é®evWolume 9, No.6 (Serial
No0.84).



Gender Pay Gap in the micro level — case of Poland 163

full time. One of the reason might be their pursaitnaintain certain level of living
standard. Contrary to Poland, in Germany, wherelmsging power of average
income is higher, women were often interested amlpart-time job. This could
have influenced the level of GPG as usually (exdepthigh specialists) part-
timers earn less than full-timers. Among other otije factors on the basis of
economic theory mentioned earlier influencing GR&el in European countries
could be that men are on average better educaaed, lbnger job experience, are
more productive, have more desirable traits of atter and carry out more
responsible tasks. This would mean however thatavoim Poland are on average
better educated, have longer job experience, aree rmpooductive, have more
desirable traits of character and carry out mospaasible tasks than their female
colleagues from other countries. That however sesohplausible to become the
responsible cause for such huge differences betamamiries. This leaves us with
two possibilities: either woman in Poland are ldssriminated or they are more
valuable for employers due to certain reason. Thhossibility is that GPG
calculated for aggregated values might not meashee discrimination effect
correctly. Official statistics publish Gender PaypG(GPG) on the basis of
Structure of Earnings Survey which is carried qutPoland every two years.
Calculated values are presented by Eurostat inraeptables for six age classes,
private and public ownership, for full and part ¢ire and for economic activities
used in statistical classification according to NA®ev. 2. Gender Pay Gap
calculated for such aggregations may be misleadimd) gives poor insight into
possible salary discrimination. For instance intipalar sections sexes may be
polarized in different occupations. A good examipleonstruction. In this section
men usually do simple works and can be accountesifealled middle staff while
woman employed in this section generally conceatiraspecialists posts. Average
wages differ from each other in those groups so wiage discrepancies not
necessarily imply that any sex is discriminatednewéhin this one section. It can
be taken almost for granted that aggregated GP@lfeections, that is for whole
country, will be heavily biased. Moreover the issaesed above is not the only
reason for the bias. Aggregated GPG can neithdaiexijme influence of additional
factors, such as job experience and education.lé&gh result it is doubtful that
officially published GPG is significant in the miclevel. It should be treated only
as an introductory value which limits ought to baown before drawing
conclusions about possible wage discriminationartipular countries. To estimate
the level of discrimination and the “less unbiasedlue of GPG it is unavoidable
to construct an econometric model. For this purppdi@ear model for Poland is
constructed that allows to distinguish the influenof sex, occupation and
education (and other variables, see next chapteindividual companies on the
earnings. That allows to explain the size of incodiscrepancies caused by
external, objective factors and assess the magnatidex discrimination.

There are other papers that measure and quanti. BBper of Adamchik
and Bedi measure using different methodologiesspedifications estimated GPG
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for Poland. They support the view that most of éxplained wage gap can be
attributed to industrial and occupational segregatHowever they still find that
substantial fraction (between 40-50%) of the wagp ¢pstimated to amount to
21-22%) remains unexplainédThe existence of GPG both in formal and informal
Poland’s economy proved M. Rokicka and A. Ruzik1@0 They found that the
inequality of earnings between unregistered womed men is bigger at the
bottom of the earnings distribution. In the caséooial employees, the inequality
at the top of the distributions tends to increaBgen within homogenous group of
national MBA's, detailed demographic, family, andintan capital measures
explained only 58 percent of the raw gender wage egualed 15.5%, claim
Grove, Hussey and Jetter (2011). Authors provet éRperiences, noncognitive
skills, and priorities distinctly influenced meremd women's outcomes. After
including extended set of covariates, the unexpthigap shrinked to merely 6.1
percent at the 25th percentile, 4.3 percent at50th percentile, and only 1.3
percent at the 75th percentl&imilar outcomes (while not taking into accourft so
skills) concerning magnitude of discrimination, tboit completely other sample —
for south ltaly citizens, obtained Giaimo, Bono avidgno (2007). According to
their research 35,9% of wage differential can kebated to discriminatiofi.
O'Darchai (2011) compared GPG among chosen ocamsatiand their
subcategories (group of legislators, senior offscend managers) for 23 European
Countries. He found that in Poland within this higlalified group of professions
GPG is relatively stronger and wage inequality tgedhan in chosen sample
(30.95%). The total, average wage gap for Polantherbasis of data from year
2006 the author estimated to the amount of 17.03%4drchai 2011]. N. Catia
using quantile regression and counterfactual deositipn methods showed that
wage gap is positive in each Mediterranean couhteyfound that the most part of
it is composed of discrimination effect, while thkaracteristics effect is small
[Catia, 2009]. All the papers regardless of theetimegion, population sample
indicate that GPG exists and that there always irma fraction that cannot be
explained by objective causes. This magnitude sfrdnination amounts from few
percents (while taking into consideration also s#flis) to circa 40%. It is crucial
to answer whether the unexplained gap calculateddamchik and Bedi (2001)
has shrinked in Poland since year 1996. It is aisgortant to compare result

3 Adamchik V.A., Bedi A.S. (2001) Persistence Of TGender Pay Differential in
a Transition Economy, ISS Working Paper, No.34&gt: Institute of Social Studies.

4 Rokicka M., Ruzik A. (2010) The Gender Pay Gapnliormal Employment in Poland,
Case Network Studies and Analyses, No0.406, Warszawa

> Grove W.A., Hussey A., Jetter M. (2011) The Gerfelay Gap Beyond Human Capital,
Heterogeneity in Noncognitive Skills and in Laboaiet Tastes, The Journal of Human
Resources.

8 Giaimo R., Bono F., Magno (2007), Interpreting thecomposition of the Gender
Earnings Gap, new.sis-statistica.org.
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obtained by the model and simple GPG calculatedEbrostat to draw proper
conclusions about usefulness of this measure.
In the paper, GPG is estimated as a differentisiéen logarithms of men’s

and women’s arithmetic hourly average waM) - In(\ﬁk). The calculated
indicator may be decomposed into two effectsdigcrimination effectand an
equipment effectEquipment effect represents the fraction of thagev gap
explained by particular characteristics of men aothen. The unexplained part is
called the discrimination effect and might be teglabs potential discrimination.
The discrimination effect consists of sum of disgriation on men’s behalf and the
discrimination on women’s behalf. To measure eafface one must use the
extended Oaxaca-Blinder decomposition.
— — _ ~, N, N A ~ kN, Dk Ak ~,
INW,) =InW) = (X, =X )B +(B" =B )X ++H(B - BIX,

where:

wW

m

— average men’s hourly wage,

W, — average women'’s hourly wage,

X, — vector of average men’s characteristics,

X, — vector of average women'’s characteristics,
B™ — coefficient vector of men’s wage function,
[* — coefficient vector of women’s wage function,

,5’* — coefficient vector of the equilibrium wage (hRdiscriminatory wage).
Functions’ men’s and women'’s wage coefficientsesmated on the basis
of the estimator of classical least square method:

In(W,) =In(W,) = (X, = X )8 +(B" =B )X, ++(B - B)X, D
B=(XTX)*XT In(W) o
where:X is a matrix of observations of independent vadabtepresenting
employees’ characteristick)(W) is a vector of hourly wages’ natural logarithms.

The expressior(X_m—X_k)B* from equation (1) represents the part of GPG

which is explained by characteristics of men ananen. This part is called the
equipment effectt comes from the word ,equipped” as both men adhen can

be appropriately equipped in experience, humantalaptc. which allows to
receive particular wages.

The expression(8™ - B')X_ ++(8 - )X, represents the unexplained
fraction of the wage gap. This is thiscrimination effect
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Key problem rests on determining the function afilorium wage. Reimers
(1983) uses as parameters of the equilibrium wagetion arithmetical average of
the regression coefficients of men’s and women’genanctions:
. Hm + Ak
IBR = u (3)

2

Cotton (1988) weighs the average with shares of amelhvwomen in the total

sample population:

,27; :nrrvBm—Jrnk'Bk (4)

n_+n
m k
where: n,, and n, are respectively number of men and women in thepkaif

employees.
Neumark (1988) estimates regression coefficientthefequilibrium wage
function together for men and for women:

In(W) = X3 +u (5)
where:u is a vector of random variables.
In the paper equilibrium wage was determined on libsis of all three
approaches.

Data used for analysis

Coefficients of the econometric models were estahatsing the data from
Structure of Earningsurvey, a research carried out in Poland everyywars on
the statistical form Z-18prawozdanie o strukturze wynagrog@reediug zawodow.
Last available data come from edition of the surfegyOctober 2010.

Explanatory variables that are incorporated intgaeviunctions vary across
different studies. In most studies it is assumed thariables affecting wages are:
education, experience, working position, industrgsponsibility, duty, the
company size, number of years worked in the complabypur union membership,
region, marital status and number of childfenln the article as explanatory
variables were taken: region (represented for Rotgnl6 voivodships), size of the
company ¢mall for less than 10 employeesediumfor between 10 and 49
employees andig for more than 49 employees), way of determiningyega
working position represented by 9 separate clasgés different duties and
responsibilities, completed education, type of ewplent contract, working time
system, age, length of job experience, contract ffpll or part-time), sector of

7 Hedija V., Musil P. (2010), Genderova Mzdova MegeNorking paper CVKS, Brno:

Ekonomicko-Spravni Fakulta MU, (issn 1801-4496)dkh V., Musil P. (2011) Gender
Pay Gap — Application In The Specific Enterpriseview Of Economic Perspectives —
narodohospodéky obzor, Vol. 11, issue 4.
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activity (public or private), place of job (if ineladquarters or not) and type of
economic activity. Data for marital status and nemtif children were unavailable.

It is impossible to incorporate into the model #ie dummy variables
describing particular characteristics due to thdichotomy, which causes
colinearity with intercept in the models. To elimia this effect, one of the
variables within certain characteristics was ordittéariables excluded from the
models are called reference variables and thepaded in Table 1.

Table 1. Set of independent variables

D

Voivodship

WQ0J.02 dolnélaskie WQ0J.18 podkarpackie

WO0J.04 kujawsko-pomorskie WQ0J.20 podlaskie

WO0J.06 lubelskie WQ0J.22 pomorskie

W0J.08 lubuskie WQJ.24 $laskie

WQ0J.10 todzkie WQOJ.26 $wigtokrzyskie

WQ0J.12 matopolskie WQ0J.28 wanisko-mazurskie

WQ0J.14 mazowieckie WQ0J.30 wielkopolskie

WO0J.16 opolskie WQ0J.32 zachodniopomorskie

Size of the entity

MALE small DUZE big

SREDNIE middle-size

Way of determining earnings

SUW1 settlements regulated | SUW3 on the basis of other
by group of entities regulations

SUW2 labour settlements
within the company

Profession groups

ZAW1 Politicians, higher ZAWG6 Farmers, Gardeners,
Officials and Fishermen and Foresterg
managers

ZAW2 Specialists ZAW7T Manufactury Workers a

Craftsmen

ZAW3 Technicians and middlezAW8 Fitters and Machine
staff Operators

ZAW4 Office employees ZAW9 Simple work employees$

ZAWS5 Shop assistants and
personal services
employees

Education

WYKSZ WY  |higher |WYKSZ_ZZ | basic vocational

Cont. on the next page
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Table 1. (cont.) Set of independent variables

D

WYKSZ PO post-secondary WYKSZ GM gimnasium
WYKSZ_SzZ secondary vocational WYKSZ_PP elementany ot full
elementary
WYKSZ SO general secondary
Type of employment contract
RUOP1 for indefinite duration | ROUP3 till the time of finishing
ordered job
RUOP2 for definite duration RUOP4 probation
Working Time System
SCP10 basic SCP50 weekend job
SCP20 balanced SCP60 shortened week
SCP30 intermittent time system SCP70 constant job
SCP40 task system
Age
WIEK
Number of years in specific company
STAZ
Contract type
PELNY full-time | NIEPELNY part-time
Sector
PUBLICZNY public PRYWATNY private
Job in
headquarters
SIEDZIBA
Statistical Classification of Economic Activitiesthe European Community, Rev. 2
SEK_A Agriculture, Forestry | SEK_K Financial And Insurance
And Fishing Activities
SEK B Mining And Quarrying | SEK L Real Estate Acties
SEK _C Manufacturing SEK_ M Professional, Scientific
And Technical Activities
SEK D Electricity, Gas, Steam| SEK_N Administrative And
And Air Conditioning Support Service Activitie
Supply
SEK _E Water Supply; SEK O Public Administration
Sewerage, Waste and Defence;
Management and Compulsory Social
Remediation Activities Security
SEK F Construction SEK P Education
SEK G Wholesale And Retail | SEK_Q Human Health And Soci
Trade; Repair Of Motor| Work Activities
Vehicles And
Motorcycles

Cont. on the next page
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Table 1. (cont.) Set of independent variables

SEK_H

Transportation And

SEK_R

Arts, Entertainment And

Storage

Recreation

SEK_|

Accommodation
And Food Service
Activities

SEK_S

Other Service Activities

SEK_J

Information And
Communication

Source: own work

Functions’ men’s and women’s wage coefficientsnested on the basis of
the estimator of classical least square methodpegsented in Table 2. All the
variables turned out to be statistically significanthe level of at least 10%.

Table 2. Wage functions parameters and averagevaltindependent variables

Men Women Total Average M | Average W
1 2 3 4 5 6

const 3.4546 3.1297 3.3069 1 1

WONO02 -0.0942 -0.109( -0.1077 0.08051 0.08226
WONO04 -0.1749 -0.14072 -0.1623 0.05010 0.05043
WONO6 -0.2285 -0.184( -0.2049 0.04157 0.04770
WONO08 -0.1843 -0.1447 -0.1731 0.02300 0.02434
WON10 -0.1717 -0.1325 -0.1550 0.05486 0.05994
WON12 -0.1460 -0.1254 -0.1388 0.07811 0.08829
WON16 -0.1687 -0.1391 -0.1580 0.02053 0.02106
WON18 -0.2329 -0.1793 -0.2049 0.05250 0.05003
WON20 -0.1464 -0.1421 -0.1485 0.02497 0.02875
WON22 -0.0850 -0.0888 -0.0905 0.05296 0.05235
WON24 -0.1020 -0.1245 -0.1152 0.15072 0.12023
WON26 -0.2187 -0.1686 -0.1915 0.02636 0.02490
WON28 -0.1792 -0.1623 -0.1755 0.02955 0.03403
WON30 -0.1370 -0.1195 -0.1319 0.09977 0.09662
WON32 -0.1483 -0.1285 -0.1445 0.02868 0.03644
DUZE 0.3407 0.1576 0.2459 0.79304 0.71505
SREDNIE 0.1474 0.0919 0.1243 0.19841 0.26894
SUwW2 -0.0218 -0.0274 -0.0224 0.46983 0.35376
SUW3 -0.0334 -0.0204 -0.0255 0.48403 0.58691
ZAW?2 -0.2918 -0.0923 -0.1979 0.19041 0.38199
ZAW3 -0.4822 -0.3697 -0.4426 0.10142 0.12693
ZAW4 -0.6531 -0.4714 -0.585¢ 0.06215 0.11707
ZAWS5 -0.7754 -0.6037 -0.7238 0.07362 0.11035
ZAWG6 -0.7468 -0.6976 -0.7134 0.00323 0.00138
ZAW7 -0.6281 -0.5860 -0.5449 0.22849 0.04351
ZAWS8 -0.6051 -0.4649 -0.5100 0.19128 0.03982

Cont. on the next page
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Table 2. (cont.) Wage functions parameters andageevalues of independent variables

1 2 3 4 5 6
ZAW9 -0.7674 -0.7432 -0.78438 0.06774 0.11085
WYKSZ_PO -0.2383 -0.2767 -0.2687 0.03483 0.06978
WYKSZ_SZ -0.2559 -0.3264 -0.2881 0.23311 0.19206
WYKSZ_SO -0.2620 -0.2927 -0.2893 0.068p7 0.09020
WYKSZ_77Z -0.3292 -0.4077 -0.3649 0.31112 0.13736
WYKSZ_GM -0.3557 -0.2053 -0.2956 0.00183 0.00042
WYKSZ_PP -0.3598 -0.4083 -0.3934 0.05863 0.04449
RUOP2 -0.1511 -0.1212% -0.1453 0.25647 0.22969
RUOP3 -0.0625 -0.1259 -0.0750 0.004p1 0.00267
RUOP4 -0.2635 -0.1937 -0.2339 0.007B82 0.00625
SCP20 0.0009 0.0104 0.0000 0.141237 0.14583
SCP30 -0.2245 -0.1029 -0.20%5 0.001i83 0.00p29
SCP40 0.1877 0.1650 0.2011 0.02520 0.01410
SCP60 0.0009 0.148p 0.0796 0.00048 0.00p25
SCP70 0.1123 0.110p6 0.1495 0.01887 0.00p52
PELNY 0.0128 -0.0417 -0.0188 0.94547 0.90359
SEKTOR 0.0184 0.0521 0.0363 0.376[8 0.60002
SIEDZIBA -0.0569 0.0066 -0.0246 0.85212 0.88657
WIEK 0.0025 0.0064 0.0038 40.8340 40.8570
STAZ_WJS 0.0058 0.0052 0.0035 9.77520 10.6180
SEK_A 0.0565 0.07372 0.124y 0.01428 0.00310
SEK_B 0.4471 0.359( 0.5668 0.04392 0.005%22
SEK_C 0.0000 0.036( 0.0601 0.31342 0.14793
SEK_D 0.1772 0.2257 0.2799 0.03545 0.00989
SEK_E 0.0174 0.0434 0.1054 0.02457 0.00492
SEK_F -0.0063 -0.0374 0.0944 0.076p8 0.01031
SEK_G 0.0000 0.0158 0.0429 0.100p9 0.11258
SEK_H -0.0539 0.0524 0.0476 0.08213 0.03354
SEK_I -0.0490 0.000d 0.000p 0.00690 0.01215
SEK_J 0.1395 0.1332 0.1838 0.026p8 0.01543
SEK_K 0.1713 0.1355 0.14111 0.02027 0.04580
SEK_L 0.0000 0.0757 0.0738 0.01211 0.01326
SEK_M -0.0114 0.0454 0.0438 0.02300 0.02462
SEK_N -0.3229 -0.063] -0.1541 0.037%4 0.02602
SEK_P 0.1230 0.2164 0.2045 0.091B9 0.27403
SEK_Q -0.0985 -0.0932 -0.1045 0.031p5 0.13719
SEK_R -0.1131 -0.117¢ -0.0903 0.011p2 0.01512
SEK_S -0.1286 -0.0800 -0.0885 0.00165 0.00235

Source: own calculations

Next, according to presented methodology there waleulated equipment
and discrimination effects for three possible éqtiilm wages. Estimated GPG for
Poland turned out to be equal merely 1.85%. It raetmat however men on
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average receive higher wages than women. The eliféer between average wages
is relatively small. To answer the question of distation existence and its
magnitude one must compare equipment effect ardimigation effect.

Table 3. Particular effects and Gender Pay Gap

discrimination| discrimination
Equilibrium | equipment discrimination| on men's on women's
wage of effect effect behalf behalf GPG
Reimers -0.1269 0.1454 0.0916 0.0537 0.0185
Cotton -0.1275 0.1460 0.0931 0.0529 0.0185
Neumark -0.0829 0.1013 0.0515 0.0499 0.0185

Source: own calculations

Figurel. Equipment effect and discrimination effesta percentage of GPG
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Source: own calculations

Equipment effect represents in Poland -690% to %480 existing GPG.
This is the part explained by different, objectiviegken into the model
characteristics of men and women. Negative valfi¢seoequipment effect can be
explained by claiming that women have on averageeibeharacteristics than men,
so women should earn higher wages in comparisameon. However one must
notice that discrimination effect is positive anditde smaller than equipment
effect. The unexplained by objective factors ddfeze of men’'s and woman’s
wages is of similar magnitude. It means that objectactors explain less than
50% of the wage differences of the adjusted foedibje variables GPG. Rest, the
unexplained part may be treated as potential digcation. Discrimination effect
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is a sum of favoritism of men (accounted for 5%9%) and a pure discrimination
component accounted to be equal 5%. Women haveverage 5 to 9% lower
wages than men, because men are treated more ligordhe labour market. It is
however not clear whether to treat it as discritiima However the model
indicated that women receive ca. 5% lower wages tdueure discrimination
component. It means that lower by 5% wages areecbosly by the fact that they
are women. It is obvious that such outcome indgcated measures the magnitude
of discrimination. However if to treat favoritisnf men and pure discrimination
component together as a general sex discriminatie®m, can summarize in
simplification that women get wages lower than rsemages by 10.13% to 14.6%
due to discrimination. However the level of disdriation might be little lower as
a result of sociological, psychological and soé#tors that were not taken into
account for the decomposition.

CONCLUDING REMARKS

It was proved in the research that aggregated, jusizd GPG
calculated by Eurostat may differ significantly fiche GPG adjusted for
objective determinants of wages. Research carugdnothe paper indicate
that simple GPG indicator is not capable of detgctdiscrimination of
wages between women and men. According to unadjUsieG for Poland
discrimination of wages was relatively small in BOGPG calculated using
Oaxaca-Blinder decomposition is also not an appatgrmeasure of
discrimination of wages between women and men. Ating to this GPG
potential discrimination would have been very low20D10. However results
of carried out Oaxaca-Blinder decomposition shoat thoman in Poland
are better ,equipped” for market needs and shoatd enore. That is why
GPG itself might be low, but even though the disamation exists. The
analysis proves that in simplification women in &l receive on average
from 10.1% to 14.6% lower wages in comparison tmms a result of
potential discrimination. However the level of viat discrimination might
be little lower due to sociological, psychologieald social factors that were
not taken into account for the decomposition. Theepdiscrimination
component equals ca. 5%.
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Abstract: The identification of tail (in)dependencies hasawdn major

attention in empirical financial studies. We comcean the structure of
dependence which refers to dependence as symneetasymmetric, tail-
dependent or tail-independent. We present the prppeedure of analysis
dependence structure between some financial institean Our empirical
results demonstrate different tail dependence tsireis underlying various
global financial markets.

Keywords: tail-dependence, extremes, extreme value theopyla

INTRODUCTION

Dependencies between financial asset-returns higwificantly increased
during recent time periods in almost all internaéibmarkets. This phenomenon is
a direct consequence of globalization and relaxatket regulation in finance and
insurance industry. Especially during bear marketsy empirical surveys like
Karolyi and Stulz (1996), Longin and Solnik (2000Qampbell, Koedijk and
Kofman (2002) show evidence of increasing dependsrimetween financial asset-
returns.

When investors and/or risk managers would havetterbkenowledge of the
dependence during crises periods, they are ablemt® better allocation decisions
and they can get a clearer view of the risks they lbearing. Estimating
dependence between risky asset returns is therstwne of portfolio theory and
many other finance applications. Common dependereasures such as Pearson’s
correlation coefficient are not always suited forpeoper understanding of
dependencies in financial markets [Embrechts et 24102]. In particular,
dependencies between extreme events such as exteggaéive stock returns or
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large portfolio losses cause the need for altereatependence measures. Several
empirical surveys such as Ané, Kharoubi (2003) llatevergne, Sornette (2004)
exhibited that the concept of tail dependence igseful tool to describe the
dependence between extremal data. Tail dependesndescribed via the tail-
dependence coefficient introduced by Sibuya (1960).

Investigating stock markets is relevant, becausétutional investors (for
example pension funds) often allocate more than &D%eir portfolios to stocks.
So correct understanding of the dependence of pessiss is important for proper
risk measurement and portfolio diversification.

Motivated by these considerations in this paper pegform empirical
analysis of extreme dependence between selectétbsnffom Central and East
Europe stock exchange markets, namely Polish WiG2dgarian BUX, Russian
RTS, Czech PX50. Extreme dependence is definethesiépendence between
extremely large returns. Central and Eastern Eanopearkets can become a very
attractive option for global investors who want diversify their portfolios
internationally. We concern on the structure of edefence. Structure refers to
dependence as symmetric or asymmetric, tail-depemteail-independent.

One objective of this paper is to present the prawecedure of analysis
dependence structure between some financial institsnAnother objective is to
test asymmetric tail dependence between Polish WI&Rngarian BUX, Russian
RTS and Czech PX50 (if exists) is statisticallyngfigant.

The paper is organized as follows. Section 1 dessribriefly the most
important properties of extremes in financial stoeturns. Section 2 discusses tail
dependence concept and outlines the estimation oshetBection 3 describe
concept of tail dependence. Section 4 discussesntipérical results.

EXTREMES IN FINANCIAL ASSET- RETURNS

Stock prices can be used to gain significant irtsigto corporations. For
observable asset prices we use daily data on theetarns. An extreme return is a
return that exceeds a certain preestablished thiceghormally, a high order (95%
or 99%) conditional quantile, i.e. a value of retuhat is exceeded with low
probability: 5% or 1%).

The most important properties of stock returns are:
« gain-loss asymmetry: rises are less than falls,
« volatility clusters: returns of high volatility kpgogether.

Frequently, single extreme events like extremelgdanegative asset-returns
(for example during a market crash or bear marketgjount for most of
companies. For investors building their portfolgdebally the main goak “not to
predict what or when — but instead be prepared alple to respond in an informed
and planned manner to minimize the impact of aughson” [Steven Culp, Global
Managing Director, Accenture Risk Management].
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Extreme value theory is the natural choice forr@fees on extreme values.
The classical extreme bivariate theory is conceméld the limit behaviour of

(M, (X),M(Y)) = (_rplaxXi ,_r_nlain) asn - oo, Because of the definition, the

marginals of (M ,(X),M(Y)) belong to the generalized extreme value (GEV)

distribution family. The general form of a genezali extreme value GEV
distribution is

GEV,, ,(X) = exp([1+ 5%“] e

with #OR, 0>0, {0R (Coles, 2001). To simplify the presentation, Coles

(2001) assumes without loss of generality thgt=F, = F , where F([) is the
unit Frechet distribution. The following theoreme(dHaan and Resnick, 1977)
characterizes the limit joint distribution M, (X),M ,(Y)):

if P(M_ (X)<nxM (Y)<ny) O[] - G(XxY)
where G is a non-degenerate distribution functitven G([[) takes the form
G(xy) =expV(xYy)) with

1

V(Xy)= 2J. max@/'x,1- )/ y)dH(«w) and H is a distribution on[0,1] with
0

meanl/2.

CONCEPT OF TAIL DEPENDENCE AND COPULA

The dependence between asset returns typicallyptwunced nonlinear
and time-varying features. In particular, the coveraent of asset prices tends to
be stronger when returns are negative or when dinshmarkets are more volatile
(see [Longin and Solnik 2001; Ang and Chen 2002pg Aamd Bekaert 2002;
Cappiello et al. 2006]). Also, the dependence agmgglisappear when returns take
extreme (negative) values (see [Longin and Sol612 Butler and Joaquin 2002;
Hartmann et al. 2004]).

These properties of asymmetric dependence and rjlota# dependence
invalidate the use of the Pearson’s correlationffiodent as a measure of
dependence. For the same reason the multivariatenahodistribution is
inappropriate for asset returns, as it implies swtim dependence and tall
independence (Embrechts et al. 2002).

The tail dependence coefficient is the probabitigt a random variable
exceeds a certain threshold given that anotherorandariable has already
exceeded that threshold. The following approachuy (1960) and Joe (1997)
among others, represents the most common definiiorail dependence. Let
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(X,Y) be a random pair with joint cumulative distributidunction F and
marginalsk, and F, . The quantity

A= Iir[]_ P(X >F(V)|Y > F (V)

is the upper tail-dependence coefficient (upper J,p@vided the limit exists.
We say that( X,Y) is upper tail dependent #, >0 and upper tail independent if

A, <0. Similarly, we define the lower tail-dependenceficient A, .

Frahm et al. (2005) give estimators for the TDCarrtifferent assumptions:
using a specific distribution (e.g. t-distributipmjithin a class of distributions (e.g.
elliptically contoured distributions), using a sifeccopula (e.g. Gumbel), within a
class of copulae (e.g. Archimedean) or a nonparanestimation (without any
parametric assumption). The authors compare thforpgance of the different
estimators for different cases: whether the assiomj® true or wrong and whether
there is tail dependence or not. It turns out seae of the estimators perform well
if there is tail dependence but bad if there is mopractical applications, one will
never know which copula model is the correct onlee €stimation can only be
under misspecification.

In recent years, copula functions have become alpogool for describing
nonlinear dependence between asset returns. Copeafzarate the dependence
structure from the marginal distributions and allfmw a great deal of exibility in
the construction of an appropriate multivariaterdistion for returns. So now we
write the TDC via the notion of copula, introdudedSklar (1959).

A copula C is a cumulative distribution function whose margiase
uniformly distributed on [0, 1]. The joint distriban functionF of any random
pair (X,Y) can be represented as (refer to [Joe 1997]) fae mdormation on

copulas)
F(x) = C(Fx (X), K (¥)) |
The coefficient of upper tail dependence can béevrin terms of copula
A, = lim 1-2v+C(v,v)
V-1 1-v
Analogously, we have
C(v,v)

A, =1lim
Lo vior vV
A copula is useful because it can be used to amahg dependence structure
of variables in a multivariate distribution.
Some commonly used copulas in economics and financlede: the
bivariate Gaussian copula, the student-t copula,Gombel copula, the Clayton
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copula and the Symmetrized Joe-Clayton (SJC) cofifficulties in selecting a
copula model, brings us to the important issuesting for tail dependence.

TESTING FOR TAIL DEPENDENCE

The concept of tail dependence represents thentustandard to describe
the amount of extremal dependence. While Extremie/dheory allows for
constructing estimators of the tail dependence fiooefit, tests for (tail
independence are indispensable when working with digpendence, since all
estimators of théail dependence coefficieate strongly misleading when the data
does not stem from a tail dependence setting.

One of the most interesting approach for testingdd dependence is given
in Falk and Michel (2006). They prove the followitigeorem:

With ¢ - 0, we have uniformly fot [J [0]1] :

t?; thereis notail nden
P(X+Y>ct|X+Y>c):{t’ Iees otail dependenc
; else

Using this theorem, Falk and Michel proposed foififeckent tests for tail
dependence, which can be grouped into two diffecrgses: a Neymann-Pearson
test (NP) and three goodness of fit tests: Fisher &olmogorov-Smirnov ang?

In the latter class, the Komolgorov-Smirnov-tesgjKurns out to be the best
in the simulation study by Falk and Michel (200&h examination of the power of
the extreme-value dependence tests was made bipfTarjgl Majewska (2011). In
order to examine this issue they carried out MdD#lo experiments. Results
showed the highest power of Neyman-Pearson and é&g@nov-Smirnov (KS)
tests and the lowest power of the chi-square Tdwrefore, in the following, only
KS tests is described.

Let’s define, conditional oK (n) = m:

U, =F(C /c)=@1-@1-C,)expC,))/L- L-c)expc), Oi O {1..m}.
Denotelfm(t) :%ZI[O,t]Ci the ecdf ofU,, i =1..,m.
The Kolmogorov test statistic is then:
1 A
Tys :=—supF,(t) —t.
KS mtD[OH m() ‘

The approximate-value is p,s =1-K(T,s), where K is the cdf of the

Kolmogorov distribution.
According to a rule of thumb given by the authofsr m> 30, tail
independence is rejectedrifs > ¢, 05 = 1.36
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RESULTS FOR THE DEPENDENCE STRUCTURE. EMPIRICAL
STRUCTURE

For the empirical analysis we use daily seriesoof findices from Central
and East Europe stock exchange markets, namelghPMIG20, Hungarian BUX,
Russian RTS, Czech PX50. Data for the period Ajhl2011 to March 29th 2012
come from the stock exchanges websites.

Dependence structure examination procedure is geelc@ the four steps.
First look at dependence (with conventional megsitew we consider the results
of dependence between each pair of stock retulms well known Spearman’g

and Kendall's7 rank correlation coefficients provide alternativenparametric
measures of dependence between variables thakeutiie simple correlation
coefficient, do not require a linear relationshiptieeen the variables. For this
reason they are commonly studied with copula models

According to the conventional measure of dependend¢endall’s rank
correlation the weakness rank correlation is betvREX and PX50.

Sense of dependence structure

In order to get a sense of the dependence struictube data, following Knight,
Lizieri and Satchel (2005), we calculate an emplropula table. To do this, we
first rank the pairs of return series in ascendinder and then we divide each
series evenly into 6 bins. Bin 1 includes the oks@ons with the lowest values
and bin 6 includes observations with the highekies We want to know how the
values of one series are associated with the valfitise other series, especially
whether lower returns in - for example — WIG20 associated with lower returns
in the PX50. Thus, we count the numbers of obsemnsthat are in cel, j).
The dependence information we can obtain from teguiency table is as
follows:
« if the two series are perfectly positively correltmost observations lie on the
diagonal,
 if they are independent, then we would expect tiratnumbers in each cell are
about the same,
« if the series are perfectly negatively correlatadst observations should lie on
the diagonal connecting the upper-right cornertaedower- left corner,
» if there is positive lower tail dependence betwésm two series, we would
expect that more observations in cell (1,1),
« if positive upper tail dependence exists, we waHgect large number in cell
(6,6).
Table 1 shows the dependence structure for raaingebetween WIG20 and
PX50, as an example. Cell (1,1) has a joint frequexi 61, which means that out
of 186 observations, there are 61 occurrences vilogh the FeDex and UPS
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returns lie in their respective lowest 6th perdest{1/8" quantile). This number is
the largest among all cells, and it is much bigdem numbers in other cells,
pointing to evidence of lower tail dependence. €hare 43 occurrences in cell
(6,6), which is not apparently larger than othdiscendicating no or not strong
evidence of upper tail dependence. Clearly, theletathows evidence of
asymmetric tail dependence.

Table 1. Joint frequency table for pair of stockure: WIG20 and PX50

1 2 3 4 5 6
1 61 36 31 28 19 11
2 41 54 34 29 23 5
3 26 27 21 43 17 44
4 19 34 38 20 47 28
5 22 25 41 23 34 41
6 17 10 21 43 39 43

Source: own calculation
Testing significance of tail dependence

We estimate and test for asymmetric tail dependbeteeen all pairs returns.

First, we select a flexible copula function to mioidhe joint distribution of the each
pair of returns. Because of empirical evidencesyhametric tail proper selection
is SJC copula (Symmetrized Joe-Clayton). SJC caglldsvs for both asymmetric
upper and lower tail dependence and symmetric dkgee as a special case. It is
defined as:

CsicUV[Ay,A) = 050(Cyc (U, V] A, A) +
+(Cyc@-ul-v|A,A)+tu+v+])
where
Coc V] Ay, 4) =1-1-{[1- Q-0 ] +[L- @-V) ] -1} *7)*
and
k=1log, (2-A,), r ==1/log,(4), A, 001, A, 0(031).
Then we compute for alfi, j) (i, j =1...7) pairs of returns the upper and

lower tail dependence coefficients using the capplrameters estimates (Table 2
and Table 3). We also employed KS test for tailethelence.

The most important conclusions are:

« existence of dependence between Poland-Czech,dPblamgary stock markets
(the strongest between Poland-Czech),

* Polish, Czech and Hungarian equity markets are rabgpg on the Russian
market (as the largest financial market in consitien).
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 significant lower and upper tail dependence betwedaxes listed on European
stock exchanges,

« insignificant upper tail dependence between Pddisl Russian indexes this
implies that the these indexes are more dependeiigdextreme downturns
than during extreme upturns of the these markets.

Table 2.Lower Tail Dependence Coefficients

WIG20 BUX RTS PX50
WIG20
BUX 0.2972*
RTS 0.1399* 0.3248*
PX50 0.5010* 0.1355* 0.1173*
Note: * indicates significance at 5% level
Source: own calculation
Table 3. Upper Tail Dependence Coefficients
WIG20 BUX RTS PX50
WIG20
BUX 0.1594*
RTS 0.0502 0.2276*
PX50 0.4932* 0.1156* 0.1265*

Note: * indicates significance at 5% level
Source: own calculation

CONCLUSION

In this paper, we examined the extreme co-movenimttgeen stock returns
of indexes from Central and East Europe stock exgdanarkets using the copula
approach. This method of studying dependence ifsilusecause it can be used to
study not only the degree of dependence among mnandwiables, such as asset
prices, but also their structure of dependencéduyding asymmetric dependence in
the tails of their joint distribution. Our empiriceesults point to strongest and
significant asymmetric tail dependence betweenksteturns in Europe with the
lower tail dependence being significantly greatemt upper tail dependence. Our
results insignificant upper tail dependence betwRaish and Russian indexes.
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Abstract: The aim of this paper is a comparative analysisaftracts on
electric energy at Polish Power Exchange (POLPX) Baropean Energy
Exchange (EEX) spot markets. The approach congiderehis article is
based on minimization of the Conditional Value &kRand maximization of
portfolio rates of return. The analyzed portfolia&re constructed with
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INTRODUCTION

The Polish Power Exchange (POLPX) was startedlin200. Investors on
POLPX may participate in the Day Ahead Market (DABpot market), the
Commodity Derivatives Market (CDM, future markete Electricity Auctions,
the Property Right Market, the Emission Allowanééarket (CO2 spot) and the
Intraday Market. All these markets differ with respto an investment horizon
length and the traded commodity.
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The result of the merger of the two German poweharges in Leipzig and
Frankfurt was the establishment in 2002 the EunopEaergy Exchange AG
(EEX) in Leipzig. This is one of the European tragiand clearing platforms for
energy and energy-related products, such as nagasalCO2 emission allowances
and coal. The EEX consists of three sub-marketsX(Egot Markets, EEX Power
Derivatives and EEX Derivatives Markets) and onentJ¥enture (EPEX Spot
Market). Moreover, EEX is trying to become the kadmong European Energy
Exchanges assuming an active role in the developamh integration process of
the European market.

Indices POLPX base and POLPX peak in EUR/MWh wetedchon POLPX
from 2011, calculated in the same way as indiceEBX. Figure 1 shows indices
POLPX base noted on POLPX and PHELIX base noteBEX, which represent
average prices of electric energy during a day.imtiees exhibit similar behavior,
but on EEX greater changes of the index and negatices are observed.

Figure 1. Time series of POLPX base and PHELIX base
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On box plot of indexes (Figure 2) one can obsersgmanetry, high
volatility, outliers and extreme value in averadectic energy prices. Negative
value of PHELIX base were registered on Christmas E5 and 26 December
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2012 year. Prices observed on POLPX were quitdestabthe night hours on EEX
prices were negative: investors had to pay foirgg#lectric energy.

Figure 2. Box plot of POLPX base and PHELIX base
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Figure 3. Box plot of POLPX base and PHELIX bagedir rates of return
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METHODOLOGY

The portfolio selection model considered in thipgrais based on two
criteria “mean-variance” portfolio problem analyzeg Steuer et al. (2006):

min{x" 2 x}
max 44" X
xS
1)

which regarding CVaR — downside risk measure \ismias follows:
minCVaR,

maxu’ X (2)
xS
where:

CVaRqg- Conditional Value-at-Riskor portfolio,
X - vector of portfolio weightsy - vector of contract return rate means,
S- set of acceptable results; order of CVaR.

Using results of Steuer et al. (2011) the probl2ymgay be expressed in the
form:

min(CVaR, — 1" X)
Xmin < XI < Xmax (3)

2% =1
i=1

EMPIRICAL ANALYSIS

Investors from spot energy markets make tradingsist with one day
horizon of investment. So, to build portfolios frdP©LPX and EEX we consider
daily linear rates of return of prices from 01. J28IL1 to 31. DEC 2012. Based on
results of Trzpiot et al. (2013) to estimate VaR &vaRa=0.01, 0.05, 0.95, 0.99
and historical simulation method were used. Pararsedf distribution of contract
linear return rates from spot markets were presenteTable 1 and Table 2.
Distribution of contracts is characterized by ayvhrgh volatility. Furthermore,
observed values of percentiles and standard demiadf contracts from spot
markets suggest, much lower volatility of pricesR¥DLPX (Table 1) than on EEX
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(Table 2). Additionally the highest volatility orEX was observed for contracts of
night hour and in 16th hour.

Table 1. Distribution parameters of rates of rewfronontracts on POLPX

s | = | 5 5
. — Lo (o)) ()]
@ 8 o | o | o | @
8| | = | E 51 5] 5| &
s| & s | 8| | 5| 5| 5| 5| B
O = (99} = = o o o o =
1| 0.001; 0.07| 0.001 -0.29| -0.18 -0.10f 0.11| 0.17 0.33
2| 0.002] 0.08/ 0.002] -0.33] -0.23| -0.11| 0.12 0.22 0.37
3| 0.002] 0.08] 0.001] -0.31| -0.23| -0.13 0.15 0.25 0.35
4| 0.003] 0.09| 0.004| -0.33] -0.25| -0.15 0.15 0.27 0.37
5| 0.003] 0.09{ 0.003] -0.33] -0.24| -0.15| 0.17) 0.32 0.42
6| 0.006) 0.12| -0.003] -0.35| -0.27| -0.18| 0.24, 0.41 0.66
7| 0.017) 0.20| -0.007 -0.50{ -0.32| -0.23| 0.45| 0.76 1.24
8| 0.014/ 0.18] -0.006] -0.51| -0.33] -0.21 0.43 0.66 1.31
9| 0.012] 0.17| -0.008] -0.55| -0.26| -0.20 0.35 0.50 1.53
10| 0.009| 0.15| -0.007| -0.56| -0.27| -0.19| 0.31| 0.46 1.48
11| 0.007 0.12| -0.004| -0.48| -0.24, -0.18| 0.25| 0.37 0.94

12| 0.006| 0.12| -0.005] -0.45| -0.23| -0.16| 0.25| 0.37| 0.88
13| 0.006| 0.11| -0.006] -0.39| -0.22| -0.16| 0.25| 0.33] 0.65
14| 0.006/ 0.11] -0.005] -0.39| -0.23| -0.16| 0.23] 0.36/ 0.65
15| 0.005] 0.11] -0.008| -0.34| -0.21| -0.15| 0.23] 0.33] 0.63
16| 0.005] 0.11] -0.008| -0.32| -0.21| -0.14| 0.23] 0.35] 0.68
17| 0.006/ 0.12| -0.006] -0.33| -0.28| -0.15| 0.24| 0.44| 0.65
18| 0.006| 0.12| -0.005] -0.52| -0.28| -0.14| 0.21] 0.41| 0.66
19| 0.005] 0.11| -0.001| -0.47| -0.25| -0.13] 0.20f 0.30] 0.71
20| 0.004/ 0.09| -0.002] -0.45| -0.25| -0.12| 0.17, 0.28] 0.69
21| 0.003 0.08| -0.001| -0.33] -0.18] -0.11] 0.13| 0.23] 0.56
22| 0.001] 0.06| 0.000, -0.28| -0.15| -0.09] 0.09] 0.14] 0.65
23| 0.001] 0.05| -0.001 -0.32| -0.13, -0.08] 0.11] 0.17] 0.23
24| 0.001] 0.06| -0.003] -0.20, -0.15| -0.09|] 0.11| 0.21] 0.33

Source: own calculations
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Table 2. Distribution parameters of rates of retwfronontracts on EEX

s | = | 5 5
p 3 2| 2| 2| ¢
s| & 8| 8| | §| 5| §| 5| B
(@] = " = = o o o o =
1| -0.620| 17.67| 0.005| -477.3] -0.83| -0.42| 0.58| 1.80| 6.04
2| -5.871 113.6| 0.002| -2555| -1.76/ -0.53] 0.69| 2.42| 228.1
3| 2771 127.9| -0.002| -1063| -1.58| -0.58| 0.82| 2.43| 3273
4| -6.178| 100.6| -0.001| -2467| -1.31| -0.58| 091, 2.12| 41.48
5| -0.831| 41.64| -0.001| -1004| -1.11| -0.54| 0.87| 2.11| 4775
6| -0.571 12.11| -0.005| -274.1| -1.30f -0.61] 0.84| 2.75 13.93
7| -3.582| 125.5| -0.030] -2795| -1.79| -0.62| 1.25| 3.60| 1577
8| -0.274| 20.28| -0.033| -479.9| -1.08| -0.55| 1.74| 5.14| 198.6
9| -0.602| 55.23| -0.030| -1283| -0.83| -0.47| 1.27| 3.01| 761.5
10| -1.852| 55.24| -0.021| -1491| -0.71| -0.39] 0.91] 2.31| 88.42
11| 0.060f 0.44| -0.018| -0.84| -0.60{ -0.38] 0.77| 1.93| 4.88
12| 0.047| 0.39| -0.015 -0.83| -0.54| -0.36| 0.68| 1.54| 5.18
13| 0.052| 0.41] -0.009| -0.82| -0.57| -0.38/ 0.65| 1.67| 5.07
14| 0.074, 0.51] -0.020| -0.81| -0.64| -0.41| 0.85| 2.30f{ 5.36
15| 0.128, 1.33| -0.030| -0.96| -0.67| -0.43| 0.99| 2.34| 32.19
16| -4.941| 115.5| -0.036| -3067| -0.69| -0.44| 0.94| 2.38| 4.67
17| -0.083| 3.78| -0.028| -101.5| -0.60{ -0.39| 0.85| 1.93| 453
18| 0.056| 0.67| -0.024| -0.93| -0.49| -0.33] 0.59| 1.46| 16.01
19| 0.028| 0.31] -0.015| -0.80| -0.40{ -0.28| 0.48| 1.01f 5.18
20| 0.018] 0.21| -0.011] -0.61| -0.39] -0.24| 0.38/ 0.87 1.83
21| 0.015| 0.20| -0.001| -0.58| -0.38] -0.23| 0.32] 0.80f{ 156
22| 0.012] 0.18]| -0.002] -0.60f -0.35| -0.23| 0.28/ 0.59| 156
23| 0.012] 0.17| 0.000; -0.58| -0.37| -0.22| 0.28/ 0.49| 1.76
24| 1.581] 42.03] 0.000| -1.80f -0.62| -0.28| 0.31| 1.43] 1136

Source: own calculations

Values of CVaR for contracts wit=0.01, 0.05, 0.95, 0.99 (Table 3)
confirm the initial assessment. Moreover on EEX oaa observe much greater
risk for investors which can sell electric energy POLPX and little greater risk
for investors who can buy electric energy, butribk is much lower than the risk
on EEX.
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Table 3. CVaR on POLPX and EEX
2 POLPX EEX
®
§ 2 =0.01 |0¢=0.05 |0¢=0.95 [0=0.99|0=0.01 |=0.05 |a=0.95 |a=0.99
1 -0.23 -0.15 0.16 0.22| -62.40 -13.90 1.52 3.67
2 -0.27 -0.17 0.18 0.28| -575.47 -125.00 8.90| 36.96
3 -0.28 -0.20 0.22 0.31| -162.98 -35.86 90.16| 412.48
4 -0.29 -0.21 0.22 0.32| -576.99 -125.36 3.11 9.89
5 -0.29 -0.21 0.25 0.36| -150.16 -33.02 16.34| 70.93
6 -0.31 -0.24 0.35 0.49, -60.70 -13.70 2.28 6.07
7 -0.38 -0.29 0.64 0.91| -537.53 -116.95 46.17| 205.76
8 -0.37 -0.27 0.57 0.80| -78.61 -17.56 11.65| 44.72
9 -0.33 -0.25 0.49 0.75| -161.89 -35.46 23.21) 100.99
10 -0.33 -0.24 0.41 0.60| -187.07 -40.83 3.99 13.75
11 -0.31 -0.23 0.34 0.49 -0.70 -0.51 1.49 2.77
12 -0.30 -0.22 0.33 0.49 -0.63 -0.48 1.28 2.35
13 -0.29 -0.21 0.32 0.44 -0.65 -0.50 1.35 2.43
14 -0.29 -0.21 0.32 0.45 -0.68 -0.56 1.81 2.97
15 -0.27 -0.18 0.31 0.41 -0.74 -0.58 2.86 7.41
16 -0.25 -0.18 0.31 0.42| -458.45 -99.54 1.80 3.20
17 -0.31 -0.21 0.35 0.54, -13.30 -3.24 1.49 2.64
18 -0.36 -0.23 0.33 0.51 -0.59 -0.43 1.48 3.71
19 -0.35 -0.22 0.29 0.46 -0.49 -0.36 0.87 1.75
20 -0.33 -0.20 0.25 0.40 -0.47 -0.33 0.66 1.20
21 -0.27 -0.16 0.20 0.31 -0.46 -0.32 0.59 1.08
22 -0.19 -0.12 0.14 0.23 -0.44 -0.31 0.50 0.89
23 -0.18 -0.12 0.15 0.20 -0.46 -0.31 0.47 0.88
24 -0.18 -0.12 0.17 0.26 -1.02 -0.53 31.68| 144.56

Source: own calculations

In Table 4 we present portfolios for investors wiadke up position on
POLPX and EEX. Based on problem (3) we built fouffedent portfolios
dependent om=0.01, 0.05, 0.95, 0.99. We used restriction fortfptio weights
which represents daily demand for electric energy.
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Table 4. Portfolios on POLPX and EEX

1) PORTFOLIO 1 PORTFOLIO 2 PORTFOLIO 3 PORTFOLIO 4
§ a =001 a = 005 a = 095 a = 099
[
8 POLPX | EEX POLPX | EEX POLPX EEX POLP EEX
1| 0.0583 0.0004] 0.0585 0.0003| 0.0553] 0.0002] 0.0556/ 0.0002
2| 0.0567, 0.0001 0.0567 0.0000| 0.0567| 0.0004; 0.0567| 0.0003
3| 0.0566] 0.0000; 0.0566 0.0000| 0.0566| 0.0002] 0.0566/ 0.0002
4| 0.0568 0.0000] 0.0568 0.0001] 0.0568 0.0077] 0.0568 0.0076
5| 0.0574) 0.0001 0.0574 0.0000| 0.0574{ 0.0004; 0.0574/ 0.0003
6| 0.0585 0.0000F 0.0585 0.0000| 0.0585] 0.0000, 0.0585 0.0000
7| 0.0319, 0.0000 0.0319 0.0000 0.0318 0.0002] 0.0318 0.0001
8| 0.0208 0.0005 0.0208 0.0005 0.0207] 0.0000, 0.0207, 0.0000
9| 0.0208 0.0000; 0.0208 0.0000| 0.0207| 0.0000, 0.0207| 0.0000
10| 0.0208 0.0000f 0.0208 0.0000f 0.0208 0.0002] 0.0208 0.0002
11| 0.0208 0.0206| 0.0208 0.0206| 0.0208] 0.0204| 0.0208 0.0204
12| 0.0209 0.0206| 0.0209 0.0206| 0.0208] 0.0205/ 0.0208 0.0205
13| 0.0209 0.0206| 0.0209 0.0206| 0.0208] 0.0205/ 0.0208 0.0205
14| 0.0209 0.0205 0.0209 0.0205 0.0208] 0.0203 0.0208 0.0203
15| 0.0209 0.0212| 0.0209 0.0212| 0.0208] 0.0210, 0.0208 0.0210
16| 0.0209 0.0000f 0.0209 0.0000[ 0.0208 0.0005/ 0.0208 0.0005
17| 0.0209 0.0182] 0.0209 0.0181f 0.0208 0.0180, 0.0208 0.0179
18| 0.0209 0.0209| 0.0209 0.0209| 0.0208] 0.0208 0.0208 0.0208
19| 0.0209 0.0208 0.0209 0.0208| 0.0209] 0.0207| 0.0208 0.0207
20| 0.0209 0.0208 0.0209 0.0208| 0.0209] 0.0208 0.0209 0.0208
21| 0.0210, 0.0209] 0.0210 0.0209| 0.0210; 0.0209 0.0210 0.0209
22| 0.0210, 0.0209] 0.0210 0.0209| 0.0210; 0.0209 0.0210 0.0209
23| 0.0210, 0.0209] 0.0210 0.0209| 0.0210; 0.0209 0.0210 0.0209
24| 0.0210, 0.0208 0.0210 0.0207| 0.0210; 0.0171] 0.0210 0.0171
Objective (3) 0.2892 0.2280 0.3630 0.4864
Mean 0.0445 0.0440 -0.0137| -0.0125
Stand. dev. 0.8756 0.8667 0.3607 0.3584
o VaR CvaR VaR CVvaR VaR CvaR VaR CvaR
0.01] -0.2156| -0.2447| -0.2153] -0.2447| -0.3156| -2.4569 -0.2789 -2.4172
0.05| -0.1402] -0.1885| -0.1358 -0.1840 -0.1467| -0.6794| -0.1465 -0.6708
0.95| 0.2721] 0.9944] 0.2639 0.9843| 0.2565 0.3493 0.2598 0.3571
0.99| 0.4499 3.3853 0.4441 3.3545| 0.4127] 0.4744] 0.4159 0.4738

Source: own calculations



Risk and returns on Polish Power Exchange and Eamgnergy Exchange 191

For every value ofi we obtained portfolios consisting only of contrxom
POPLPX for night hour and in 16 hour. Portfolio glais of daily contracts are
very close on two exchanges (see Table 4). Thidtressspecific for the electric
energy as particular commodity. The demand is gredring a day than in the
night irrespective of prices. The negative valuepoftfolio returns fora=0.95,
0.99 (see Table 4) as well as for EEX may resoiinfinegative electricity prices
observed on EEX.

4. CONCLUSION

In conclusion one can say. that despite similaczephevels the risk of price
changes on EEX is much greater than risk on POIlbdeXbased on problem (3) to
build the portfolio, the investor should buy andl sdectricity on EEX too.
Contracts in night and early morning hour on POL&¥ more attractive than on
EEX, but for odd hours contracts on two spot markgte very similar distance
between risk and profit. independently on levelaofVery similar results was
obtained for from 01 JAN 2009 to 24 OCT 2012 [Tatpet al. 2014].
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Abstract: The aim of our research is to identify determisaintfluencing
wages in Poland in the years 2001, 2003, 2006 a66.2Ve want to find out
if there is any changes in time and if gender carcdnsidered as significant
factor influencing wages. Investigation is providmd the basis of data from
the Polish Labor Force Survey, applying orderedt logdels.
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INTRODUCTION

There is no doubt that level of wages differ esainteven if the local labor
market is considered since numerous forces opasa¢arning determinants. These
might be roughly classified as economic, institméilhp behavioral, and equity
considerations. Wage decisions appear to be maderhgarison to labor markets,
so many of the determinants appear to be econ@utt. the meaning and force of
economic variables are interpreted by organizatienision makers, and these
determinants are tempered by institutional, belaljiand ethical variables.

Riley (2012) analyzing situation in the UK, claithgt there is a wide gulf in
pay and earnings rates between different occupatiolabor market. He mentions
several factors that differentiate wages.

! Research conducted under the National ScienceeCc@mnant No. 2011/01/B/HS4/06346
“Wages Inequalities between Men and Women in Polandhe Framework of the
European Union”.
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1. Compensating wage differentials i.e. higher pay aiéen be a reward for risk-
taking in certain jobs, working in poor conditioasd having to work on
holidays or in unsocial hours.

2. Equalizing difference and human capital. In a catitige labor market, wage
differentials compensate workers for the opportuniists and direct costs of
human capital acquisition.

3. Different skill levels. The gap between poorly dnghly skilled workers gets
wider each year. Market demand for skilled labawg more quickly than for
semi-skilled workers. This pushes up pay levelghHi skilled workers are
often in inelastic supply and rising demand forapghe "going wage rate" in
an industry.

4. Differences in labor productivity and revenue dmat Workers whose
efficiency is highest and ability to generate rexerfor a firm should be
rewarded with higher pay (for instance sport staas command top wages
because of their potential to generate extra revenom ticket sales and
merchandising).

5. Trade unions and their collective bargaining powsdnions might exercise
their bargaining power to offset the power of anpkayer in a particular
occupation and in doing so achieve a mark-up orewagmpared to those on
offer to non-union members

6. Employer discrimination is a factor that cannotidpeored despite equal pay
legislation

Wage determinants can be divided into three gr@ips 1999, p. 142]: (a)
human capital (i.e. level of education, job semyoretc.), (b) situation on the labor
market (e.g. supply for skilled workers, unemploptete), and (c) other such as:
gender, marital status, place of living, etc.

Identified factors, that affect wages, are usecbiastruct "earnings function"
which has been applied to a wide variety of prolsleanch as [Willis 1986, p. 525],
(a) studies of discrimination by race or sex (s€airp 1986 p. 693]), (b) the
estimation of the "value of life" from data on jehfety [Thaler and Rosen 1975],
or (c) compensation for increased unemployment aiitties [Abowd and
Ashenfelter 1981]. The premier application, of c@mjrwas to the study of the
effects of investment in schooling and on-the-j@ining on the level, pattern, and
interpersonal distribution of life cycle earningsaciated with the pioneering work
on human capital by Becker (1964)

The aim of our research is to identify determinahtst affect earnings in
Poland, in the years 2001 — 2009. Another issu iBnd out if there is any
changes in time and if gender can be consider sigréficant factor influencing
wages. Investigation is provided applying ordemgitlmodels, that are estimated

2 The standard human capital earnings function veagldped by Mincer (1974).
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by maximum likelihood method, employing individuddta from the Polish Labor
Force Survey (PLFS).

SITUATION IN POLAND AFTER 1989

In 1989 the radical set of reforms was introduced®oland which were
followed by other countries belonging to the forrBewiet bloc [Keane and Prasad
2006]. The privatization of state owned enterpriged implementation of market
mechanisms were the main goals of transformatiopoist-communist countries.
The transition also involved significant changefalmor market institutions.

On the basis of profound analysis made for yea8® 192010, Brze#ski et
al. (2012) claim that both individual and householdeobsdices show that labor
market participation declined. At the same timedaita sources agree that there
was a substantial increase in earnings inequalibyvever, educational attainment
has improved significantly over the last decadee FThare of tertiary graduates
almost doubled since 1997 (rising from 7.7% to %3iB8 the year 2008).

It seems that the single most important factor acting for the inequality
rise was the increase of earnings inequality cabygetsing educational premium
for highly-qualified workers employed in highbkilled occupations coupled with
the worsening of relative position of workers enygid in lowpaying occupations.
The major underlying causes of inequality growthiry transition in Poland are
the change from centraliplanned wage setting to decentralized wage settialy
radical structural and technological changes ofett@nomy shifting labor demand
from public sector to private sector and from mdmwuarkers to professionals and
highly-qualified workers.

In the conclusion of the report on structure anangfes in wage distribution
in years 1996 — 2006, prepared by Marcinkowskal.ef2808), it is said that so
called “skill-biased technical change” togetherhwithanges of the bargaining
power of employees has played the increasing molevage setting. While the
influence of factors concerning economic branchesrehsed and concerning
regions remain stable.

Newell and Socha (2005) analyze the changes iditigbution of wages in
Poland in years 1992 - 2002. They find out thatgirzation was the main force
tending to increase wage inequality, partly becalugenerated major increases in
the relative wages of professional and manageriatkers. The main force
contracting the variance of wages was the dedtiayeen 1992 and 1998 in labor
market participation of those with low levels ofuedtion. Wage inequality seems
to have increased since 2000. Suggestively, wheygaatization has continued,
the decline in participation has halted. Newell &odha (2007have demonstrated
that the private sector in Poland tends to pay moexjually than the state sector,
and since there was a surge of privatization 19882this contributed to the rise
in wage inequality. It is also true that inequality the forms of hourly wage
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variance and of regression wage premiums to educatind occupation is
consistently higher, and in the case of educati@mpums, rose more quickly in
the private sector data.

Kean and Prasad (2006) examine the evolution ofsthecture of labor
earnings in Poland over the period 1985-1996 usiigyo data from the Polish
Household Budget Surveys. The relatively long sphathe dataset allows them to
trace out changes for an extended period leadingoupnd following the “big
bang”. They find that overall earnings inequalityse markedly during the
transition period of 1989-1996. Kean and Prasa®@gpR@lso conduct a detailed
examination of the sources of the increase in egsninequality. Prior to the
transition, the wage structure in Poland was higtdynpacted, with wages of
college-educated white-collar workers a little eiént from those of manual
workers. A common view is that the rise of the atévsector, in which there is
competitive wage setting and, hence, a more unewgage distribution, is the main
source of increasing earnings inequality duringgitgon.

In Poland, earnings inequality is indeed highethim private sector (e.g., the
log 90-10 earnings differential in 1996 was 1.1%hia private sector and 1.05 in
the public sector), and the private sector sharénoh-agricultural) employment
increased from 5% in 1988 to 39% in 1996. StillaKeand Prasad (2006) find that
reallocation of labor from the public to the priwatector accounted for only 39%
of the total increase in earnings inequality (asasneed by the change in the
variance of log earnings).

The majority of the increase in earnings inequaliyring the Polish
transition (52%) was due to increased varianceages within both the public and
private sectors. That is, earnings inequality withioth the private and public
sectors grew substantially, and by similar amouFitss is consistent with the view
that even state-owned enterprises in Poland havgaged in substantial
restructuring, as suggested by Pinto et al. (1998) others. Consistent with their
finding of increased earnings inequality within {mblic sector, Commander and
Dhar (1998) report (p. 127) a substantial incraasthe heterogeneity of wages
across state owned enterprises between 1990 add W88 those that performed
better in terms of sales offering higher wages.Kaad Prasad also find that
educational wage premiums increased substantid#lyertheless, the majority of
the increase in overall earnings inequality (60%b)Holand is attributable to
changes in within-group inequality. A striking réisis that increases in within-
group inequality were concentrated among workets Wwigher levels of formal
educatiof

3 This is quite different from the patterns documdnfar the U.S. and the U.K. of sharp
increases over the last two decades in betweerpgrmguality at all levels of education
(see [Kean and Prasad 2006]).
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ORDERED LOGIT MODELS

Economists have been paying increasing attentiostudy situations in
which it is necessary to consider a discrete ratian a continuous set of choices,
since in many cases the discrete character of btagaor data availability (of
continues or unobservable variables) require tdyagualitative response models.
Binary discrete probability models describe theatieh between one or more
continuous determining variables and a single baite. These simple models,
probit and logit alike, account for a very larganher of practical applications in a
wide variety of disciplines, from the life sciendesmarketing [Cramer 2011, p. 9].
Logit and probit models are basically the samegifference is connected with the
probability distribution - cumulative logistic oumulative normal distribution,
respectively.

Logistic or logit regression describes the probgbilof the possible
outcomes as a function of the explanatory (predictariables. Logit model is a
natural complement of the regression model when dependent variable is
categorical one (i.e. a class label - not contisliaug. it is a state which may or
may not be obtained, or a category in a given ifleagon. It is worth mentioning
that both type of models have much in common slogi# and regression models
originally were designed for the analysis of datewe the direction of causation is
beyond doubt [Cramer 2001, p. 1].

Qualitative choice models in which dependent védeidakes more than two
values are known as multiple outcome models [Bdid#@02, p. 2] and they may
be subdivided into those involving ordered and deoed outcomes. Models with
both types of outcomes require different methodanalysis. Ordered models may
be estimated by probit and logit methods which larewn as ordered probit or
ordered logit models, respectively. While modelshere the outcomes are
unordered, are most easily estimated by logit ndsthaomultiple outcome models
with unordered outcomes are referred to as multiabiomgit models.

Logit model can be written as follows [Gruszagli 2010, p. 62 - 63]:
expX[P) 1
p=F(X/B)= . -
1+expX;B) 1+exp(X;p)
whereF is cumulative logistic distribution functioiX; is a vector of explanatory
variables and is a vector of parameters.

(1)

However it is more convenient to model the expmfshl’l% (that is called
logit) as a linear function of explanatory variabthat can be written as following:

10git=1n1L=XiT[3=ﬁo+[3’1xU+[3’2x2l,+---+/3’kxkl_ (2)

i
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Probability models are - as rule - estimated framvey data, which provide
large sample of independent observations with eewahge of variation of the
explanatory variables. The preferred method ofvetton is maximum likelihodd
since maximum likelihood estimates (MLE) are comsis and asymptotically
efficient [Cramer 2001, p. 17].

The value of the loglikelihood function for partiau sets of parameter
estimatesis useful when we wish to consider and test Iet&tris on the parameter
vectorp (for instance simplifying assumptions like zereffizient or the absence
of certain variables from the model). Provided testricted model is nested as a
special case within the general or unrestricted ehatthis can be tested by the
loglikelihood ratio or LR test. In our investigatiove apply likelihood ratio tests to
verify null hypothesis bl 4= £ = ... = = 0 versus alternative hypothesis H
saying that at least one parameter differs fromo,zemploying chi-squared
statistics withk degrees of freedom [Gruszéaki 2010, p. 65, 128]:

LR=2(InL—InLy) ()

whereLug, Lr are values of the likelihood functions of the whrieted (in our case
investigated) model and restricted one (in our ¢hsemodel containing constant
only), respectivelyk is a number of restrictions (i.e. explanatory ables).

For the model verification we also verify hypottsesf significance of each
coefficient of the model to check if explanatoryiaales influence the investigated
phenomenon. Parameters of logit model have simmlgrpretation as regression
coefficients i.e. the sign of parameters definesdinection of the relation observed
between variables. To interpret the results of ésémation results odds ratio
pi/(1-p) can be used [Gruszarski 2010, p. 67 - 68].

Goodness of fit in logit modélss evaluated on the basis of several measures
such as: McFadden pseudt R

I%acFadden = 1_ ln LUR (4)

InL,

or fraction of observations with correct predictedcomes so called count:R

count R? = % [100 (5)

4 Detailed discussion about ordered logit modelsstrotion and estimation can be found
in Borooah (2002), Cramer (2001), Boes and Winkelm#009) and Gruszcagki
(2010), among others.

5 Loglikelihood ratio describes value of the natdogjarithm of the likelihood function that
is maximized in order to find MLE of the parameters

6 Broad discussion about goodness of fit measunesedound in [Gruszcagki 2002, p.
64 — 68] and [Gruszcagki 2010, p. 71 — 74, 128 — 135].
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whereN andNcr are numbers of all and correctly predicted outcymespectively.
Another group of measures contains informationedat that can be used to
compare models with different specification

DATA AND VARIABLE DESCRIPTION

In our investigation we employ individual data frahe Polish Labor Force
Survey (PLFS) from selected quarters in years: 22003, 2006 and 2009 since
we assume that changes of factors affecting waggsire time and they do not
appear year by year. The years for our researceadeeted arbitrary however, to
some extend, it was connected with data availgbilit

It is worth mentioning that in the Labor Force Saythe household is the
investigated unit for the representative investayatTherefore among PLFS data
there are also records concerning people in pré-past-working age, as well as
unemployed. In addition some respondents do natemall questions, especially
they are not willing to inform about their wagesefefore it is necessary to select
records concerning only employed who answered thestipns that create data
which are to be used in the model building. Theme 32,939 records in our
samples that is 21.3% of all PLFS multidimensiartzdervations.

Wages depend on different factors which descriliererespondents’ or
employment characteristics. In our research we eynpkplanatory variables, that
are selected arbitrarily however they are oftenduisethe research concerning
wages (e.g. [Newell and Socha 2007]; [Witkowska Z2D1The majority of
variables are defined as qualitative thereforevaliants of these variables are
described below. The reference variants of qualéavariables are underlined
since definition of the reference variant is neagsgor interpretation of the
parameter estimates. The selected employees’ ésadie:

1. GEN - genderwomen or men;

2. OCC - occupation: (a) army, (b) managerial, (c)fggsional, (d) technical,
(e) clerical, (f) sales and services, (g) farmdishers, etc., (h) industry
workers, (i) skilled workers or (j) unskilled wor

3. EDU - level of education: (a) tertiary, (b) postsedary and vocational
secondary, (c) general secondary, (d) basic vawtide) lower secondary,
primary and incomplete primaty

4. RES - size class of the place of residence givenuimbers of inhabitants:
(a) more than 100 thousands citizens, (b) from 50 to 100 thousands citizens,

" Program GRETL evaluates Akaike, Bayes-SchwarzHamhan-Quinn criteria.

8 Qur classification corresponds to the Internati®@tandard Classification of Occupations
ISCO-08.

9 We use international standard classification efocation ISCED 97.
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(c) from 10 to 50 thousands citizens, (d) less than 10 thousands citizens and
countryside;
MAR - marital statusmarried or not married;
6. REL -relationship with the head of the househdidusehold head or not a
household head;
7. AGE — age in yearsage) and squared agede?), quantitative variable.

Ll

Conditions of employment are represented by folhgwariables:

1. SEC - sector of employment: (@jriculture, (b) industrial, (c) services, or (d)
others;

2. OWN - ownership type of organization where the oesient is employed:
private or public;

3. SIZ - size of respondent’s organization given imber of employees: (a) less
than 10 employees, (b) from 11 to 19 employeedr¢oy 20 to 49 employees,
(d) from 50 to 99 employees, (e) more than100 eygds;

4. CON - type of the employment contract: (a) perméayan (b) temporary job

as training or for students, (c) temporary job beeathere is no other

(permanent) job, (d) temporary job because it isseaient for the respondent;

ADD - additional jobyes or no additional job;

6. SEN — job seniority in yeargop seniority) and squared job seniorityob
seniority?), quantitative feature.

o

MODEL ESTIMATES

In our research the dependent variable describesinga, obtained by
respondents in the month prior to the month whawesuhad been conducted.
Wages are given in five intervals(a) less than one thousand PLN, (b) from 10 to
14 hundreds PLN, (c) from 14 to 18 hundreds PLN, (d) from 18 to 22 hundreds
PLN or (e)more than 2.2 thousands PLN.

When a dependent variable has more than two caésgand the values of
each category have a meaningful sequential orderend value is indeed “higher”
than the previous one, then ordinal logit can bedudherefore to find out the
determinants influencing wages in the Polish labarket we employ ordered logit
models that are estimated for each analyzed yeaaraely, using maximum
likelihood method.

10 The mentioned above intervals are given by thésRdlentral Statistical Office. In fact
the majority of the PLFS data sets (that we usesluinresearch) are represented by a set
of binary variables describing the previously definintervals. Another words all
respondents (who defined amount of their monthtysadary in PLN) are classified into
the wage classes.
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Selection of the model specification

In order to select the best specification of thedelpwe estimate models
with different sets of explanatory variables on blasis of data from the year 2009,
employing all described above variables. In facereéh are nine different
specifications of the models, that are estimateplyapy maximum likelihood
method?! on the basis of the whole set of data (- genewalets, denoted as 1 + 9)
and subsamples containing only men (- models for,rdenoted as 1M + 9M) and
women (- models for women, denoted as 1W + 9W).cBpation of models
estimated for different samples is the same howéveéhe models for men and
women variable gender is missing.

Table 1. Specification of models

=
N

Explanatory variables
GEN - gender +
AGE - age +
AGE — agé -
EDU - education +

+
;
;
;

+|+ |+ |+ ]|+ w
+
+
+
\
\
\

OWN - type of enterprise

SEC - sector of employment

RES - size of the place of residence —no. of irthaks -

SIZ - size of employee’s firm

OCC - occupation +

+ |+ Fl+]F#[F]+]+]+]+
+

MAR - marital status
REL -relationship with the head of the household
CON - work contract T-

[+ [+ ]+ +]+]+
[+ [+ ]+ +]+]+
+

+

|4+ |+ |+ |+ |+ |+
1

SEN — job seniority i -
SEN — job seniorit§ - -
ADD —additional job H-|+

+
[+ [+ [+ ]+ ]+ ]+]+

[+ [+ [+ ]+ ]+ ]+]+

+ |+ |+ |+
+
+ |+ |+ |+

Source: own elaboration

The detailed information about model specificaticnpresented in Table 1
where symbol “+” means that certain variable isspre in the model while “-*
means that it is omitted. Parameter estimatesdlected modeld are presented in

1We employ GRETL software, s&tusarczyk (2013).

12 0One may notice that for the model selection fivassks of the variable: place of
residence (RES) are selected i.e.léd3 than 10 thousands citizens and reference variant of

variable (e)xountryside.
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Tables 3 + 6, the symbol x denotes lack of vargbsars — significance level:
=0.01 - *,0=0.05 - **, anda=0.001 - ***,

Table 2 contains major characteristics of the $etemodels (i.e. all models
estimated for the whole sample and the best mazimated for subsamples of
men and women) including mentioned above measukssone can notice,
regardless the set of explanatory variables modsismated on the basis of the
whole sample, do not essentially differ. Howeveking into consideration
interpretation of the parameters (see Tables 3 wé)select the model 3 to the
further analysis. Since all models, except the dewoted as 3 has proper signs of
the parameter standing by significant variabseg, age?, andjob seniority. Also
each group of explanatory variables is statisycaignificant in this model.
Although the model denoted as 7 is quite similaspacification (in comparison to
the model 3, variableage and age? are missing but it contains the additional
variable:job seniority?) but the model 7 has slightly worse statisticabparties
than the model 3.

Table 2. Models fitting parameters

Model 1 2 3 4 5 6

Log likelihood -17071] -17119| -16816| -16965 -17226| -16808
Akaike criterion 34206 34306 33703 33997| 34520/ 33688
Bayes-Schwarz criterion 34445| 34560 33972 34243 34774 33957
Hannan-Quinn criterion 34286| 34391 33793 34079 34605 33778
Number and fraction of correctf 5316| 5209| 5360 5349 5209 5363
predicted outcomes (41.1)| (40.3)| (41.5)| (41.40)| (40.30)| (41.50)
LR Chi 9107| 9012| 9619 9319 8798 9634
Model 7 8 9 1w 2W 3W

Log likelihood -16858| -17219| -16997| -7591| -7659| -7509
Akaike criterion 33786 34505 34059 15243] 15384 15089
Bayes-Schwarz criterion 34047) 34759 34298 15452 15606 15324
Hannan-Quinn criterion 33873| 34590, 34139 15315 15461 15170
Number and fraction of correctf 5334| 5191] 5304| 2699| 2645 2736
predicted outcomes (41.30)| (40.20)| (41.10)| (43.9)| (43.1)| (44.5)
LR Chi 9534| 8813| 9255| 4711| 4574 4873
Model A 5W 6W 1M 2M 3M

Log likelihood -7565| -7702| -7511| -9418| -9325| -9179
Akaike criterion 15194 15470] 15091 18897 18716| 18427
Bayes-Schwarz criterion 15409| 15692 15327 19102 18941 18666
Hannan-Quinn criterion 15269 15547, 15173 18968 18794/ 18510
Number and fraction of correctf 2686| 2629 2715 2614| 2636| 2717
predicted outcomes (43.7)| (42.80)| (44.20) (38.6)| (38.9)] (40.1)
LR Ch? 4762| 4488 4871 3860 4047 4340

Source: own elaboration
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One may also notice in Table 2 that models estithdte women are
characterized by the best properties among alltnmted models while the ones
estimated for men seem to be the least satisfaciioiy also visible that models
denoted as 3M and 3W fit the data in the best Wagt additionally justifies
selection of the model specification denoted asr 3He further analysis.

Table 3. Parameter estimates of the models estiniat¢he whole sample: models 1+3

Explanatory variables Model 1 Model 2 Model 3
GEN | woman -1.2188 =+ | -1.2127 =+ | -1.1665 ==
AGE |age -0.0280 == 0.1749 += 0.0964 =
age? -0.0021 =+ | -0.0017 ==
EDU | university 1.6263 == 1.6132 == 1.5727 ==
post secondary or vocational 0.7983 0.9034 =+ 0.7788
general secondary 0.7225 0.8625 =+ 0.7442 =
lower vocational 0.4187 += 0.4425 += 0.2985 =
OWN | private 0.1848 = 0.0527 0.1823 =
SEC |agriculture -0.7304 -0.4116
industry -0.4738 -0.2500
services -0.5260 -0.3471
RES |>100*10° ok 0.4085 #= 0.4241 +=
50-100* 10° -0.0128 0.0065
10-50%10° -0.0347 -0.0341
town <10* 10° -0.1660 * -0.1519 =
Sz <10 -1.1145 =+ | -1.0502 =+ | -1.0368 =+
11-19 -0.7460 =+ | -0.6873 =+ | -0.6739 =
20-49 -0.6304 =+ | -0.5815 =+ | -0.5672 ==
50-99 -0.5289 =+ | -0.4774 =+ | -0.4806 =+
OCC |arny 3.6142 #= 3.4144 + 3.3980 *+=*
managerial 2.9992 3.0579 #= 2.9084 =
professional 2.1097 = 2.1392 wx 2.0109
technical 1.7891 = 1.8692 = 1.7079 ==
clerical 1.0364 == 1.1275 == 1.0025 ==
sales & services 0.5268 *= 0.5951 #*= 0.4761 *=
farmers. fishers. etc. 0.3291 0.3753 0.2337
industry workers 0.9448 1.0394 we 0.9672
skilled workers 1.1005 == 1.1888 == 1.0929 =
MAR | married 0.3157 #= 0.2669 *=
REL | household head 0.4250 *= 0.4090 =
CON | permanent 0.9549 = 0.7985
temporary-study -0.5558 -0.4875
temporary-no other job 0.1114 0.0479
SEN | job seniority 0.0389 0.0412
ADD | additional job -0.2449 -0.2831 =

Source: own elaboration
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Table 4. Parameter estimates of the models estihfiet¢he whole sample: models 4+6

Explanatory variables Model 4 Model 5 Model 6
GEN | woman -1.2865 =+ | -1.1109 =+ | -1.1591 =
AGE |age -0.0344 == 0.0004 -0.0435 ==
EDU | university 1.6813 == 1.6367 == 1.6132 ==
post secondary or vocational 0.7971 0.9443 =+ 0.7940
general secondary 0.7647 0.8327 =+ 0.7378
lower vocational 0.3532 = 0.5405 #= 0.3219 *=
OWN | private 0.2039 = 0.0315 0.1833 #=
SEC |agriculture -0.6375 -0.4027
industry -0.3834 -0.2615
services -0.4387 -0.3562
RES |>100*10° 0.3791 #= 0.4227 #=
50-100* 10° -0.0141 0.0189
10-50%10° -0.0401 -0.0300
town <10* 10° -0.1758 =+ | -0.1505 =
Sz <10 -1.0915 =+ | -1.0836 =+ | -1.0485 =
11-19 -0.7360 =+ | -0.7105 =+ | -0.6843 =
20-49 -0.6272 =+ | -0.5972 =+ | -0.5776 ==
50-99 -0.5297 =+ | -0.4906 =+ | -0.4934 =
OCC |arny 3.5071 #= 3.4203 #*= 3.3588 =
managerial 2.9772 3.0618 2.9045
professional 2.1063 2.1459 wx 2.0142 w
technical 1.8031 == 1.8684 = 1.7240 ==
clerical 1.0769 == 1.0918 == 1.0175 ==
sales & services 0.5500 = 0.5671 *= 0.4829 #=
farmers. fishers. etc. 0.3012 0.3649 0.2075
industry workers 0.9377 1.0425 w 0.9725
skilled workers 1.1048 == 1.1856 == 1.1045 ==
MAR | married 0.4954 += 0.2912 #=
REL | household head 0.4880 **= 0.4184 +=
CON | permanent 0.8104 0.8294
temporary-study -0.4935 -0.4560
temporary-no other job 0.0608 0.0837
SEN |job seniority 0.1209 *+* 0.1077 »
job seniority? -0.0019 0.0000 -0.0017
ADD | additional job -0.2944 -0.2802

Source: own elaboration

Analyzing parameter estimates of the models 3M3Wd(Table 6), one can
see that the determinants affecting wages obtdigeden and women are slightly
different. Lover vocational education and work foilitary service increase odds
of higher wages in comparison to the referenceanarof variables only for men.
While work in the private (versus public) sect@es the log odds of increasing
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incomes (by 0.488) for women only. The log oddsigher wages decreases for
men living in towns with number of inhabitants skaalthan 10 thousands in
comparison to the ones living in the countrysider. foth models increase in age
and in job seniority causes increase of odds dfdrigearnings while increase in
age squared causes decrease of odds of highengsarni

Table 5. Parameter estimates of the models estinfiet¢he whole sample: models 7+9

Explanatory variables Model 7 Model 8 Model 9
GEN | woman -1.2058 #= | -1.1172 = | -1.3170 ==
EDU | university 1.6199 #= 1.6495 == 1.6802 ==
post secondary or vocational 0.8392 # 0.9508 0.8301
general secondary 0.8093 # 0.8348 0.8185
lower vocational 0.3902 0.5451 = 0.4034 =
OWN | private 0.1899 w= 0.0255 0.2087 =
SEC |agriculture -0.3989 -0.4911
industry -0.2529 -0.2380
services -0.3467 -0.2904
RES |>100*10° 0.3933 0.3551 =
50-100* 10° -0.0028 -0.0399
10-50* 10° -0.0396 -0.0655
town <10* 10° -0.1693 -0.1996 ==
Sz <10 -1.0812 == | -1.0869 =+ | -1,1142 #=
11-19 -0.7008 == | -0.7109 =+ | -0.7460 ==
20-49 -0.5977 == | -0.5999 =+ | -0.6406 *=
50-99 -0.5021 == | -0.4891 =+ | -0.5348 *=
OCC |arny 3.4885 3.4131 #= 3.6005 #=
managerial 2.9513 wx 3.0618 3.0095
professional 2.0491 w 2.1535 2.1272 w
technical 1.7879 == 1.8644 == 1.8486 ==
clerical 1.0878 = 1.0812 == 1.1283 ==
sales & services 0.5562 =+ 0.5631 *= 0.6032 #+*
farmers. fishers. etc. 0.2195 0.3557 0.3172
industry workers 1.0500 # 1.0379 #= 1.0000 #=
skilled workers 1.1802 == 1.1847 == 1.1637 ==
MAR |married 0.2520 = 0.5024 =
REL | household head 0.3905 0.4946 *=
CON | permanent 0.9075 = 0.8724 ==
temporary-study -0.3736 #= -0.4243
temporary-no other job 0.1193 0.0892
SEN |job seniority 0.0652 0.0854
job seniority? -0.0016 0.0001 -0.0018 ==
ADD | additional job -0.2616 = | -0.2289 #= | -0.2772 »=

Source: own elaboration
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Table 6. Parameter estimates of the models estihfiatevomen and men

Explanatory variables Model 3W| Model 3M Model 6W
AGE | age 0.1038  += |0.0789 =+ |-0.0243 *=
age? -0.0015 #= |-0.0016 =
EDU |university 15173 == [1.4503 #= |1.5207 ==
post secondary or vocational 0.4663 += |0.8743 += |0.4708  #=
general secondary 0.5126 == |0.7859 += |0.4861  *=
lower vocational 0.0952 0.3889 «= 10.1135
OWN | private 0.4877 ==+ |0.0256 0.4856
RES |>100*10° 0.3513 == |0.4641 += |0.3427 =
50-100* 10° -0.0933 0.0597 -0.0896
10-50%10° -0.0414 -0.0294 -0.0434
town <10* 10° -0.1259 -0.1968 + [-0.1199
Slz <10 -1.2295 &= |-1.0268 +=+ |-1.2360 =
11-19 -0.6231 = |-0.8103 = |-0.6207 =
20-49 -0.6286 == |-0.5709 = |-0.6366 =
50-99 -0.4827 == |-0.5090 = |-0.4925 =
OCC |arny 22.5850 2.9717 == |22.4389
managerial 3.6499 w | 25166 + |3.6594
professional 2.4535  w |1,6985 e | 24641 @ e
technical 2.0715 == |1.5000 *= |2.0875 =
clerical 1.5351  w+ |0.4611 == | 1.5445 s
sales & services 0.7913  #== |0.2653 * |0.7837  w
farmers. fishers. etc. 1.3716 = |-0.0150 1.3282
industry workers 0.5545  # | 0.8961 # |0.5436 « w
skilled workers 0.9493 = |0.9779 #=+ [0.9600  w
MAR | married 0.2287 =+ |0.3994 x= |0.2624  w
REL | household head 0.3857 ==+ |0.4209 #=+ |0.3954  w
CON | permanent 1.1168 =+ |0.6090 + |1.1536  **
temporary-study -0.1959 -0.6774 =+ |-0.1616
temporary-no other job 0.3663 = |-0.1063 0.4109 =
SEN | job seniority 0.0415  »== |0.0387 #=+ [0.0970  »
job seniority? -0.0015  *=
ADD | additional job -0.1445 -0.3757 += |-0.1409

Source: own elaboration
Comparison of wage determinantsin investigated years

The next step in our investigation is to estimatermodel of wages, denoted
as general model 3, on the basis of the whole ssmphble 7 contains comparison
of parameter estimates obtained for ordered logitlets estimated for analyzed
periods. Job seniority is not included in modelec#iped for years 2001 and 2003
as well as variantiower vocational of variable describing level of education, and
army as a variant of occupation in 2001 because tiseieck of such data in PLFS
in these years.
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Table 7. Ordered logit models estimates: generalaiso

Variables 2001 2003 2006 2009
GEN | woman -0.985 ™ |-0.950 ** |-1.138| ™ |-1.166 **
AGE |age 0.090 ™ |0.010 ™ |0.118 |™ |0.096 ™
age? -0.001 ™ |-0.002 -0.002| ** | -0.002 ***
EDU | university 1.670 ™ /1.888 ™ |2.188 |™ |1.566 ***
post secondary or vocational |0.499 ** |0.892 ™ |1.001 |*™* |0.774 ™
general secondary 0.771 ™ |1.138 ™ |1.212 |™ |0.737 ™
lower vocational X 0.324 ™ 0.449 |™™ |0.297 ™
OWN | private 0.338 ™ |-0.003 0.128 |*™ |0.182 ™
RES |>100*10° 0.586 ™ |0.414 ™™ 10.478 |™ |0.452 ™
50-100*10° 0.093 0.077 0.099 0.034
10-50*10° 0.100 -0.034 0.078 -0.007
Slz |<10 -1.001 ™ |-1.104 ** |-0.961 ™ |-1.036 ™
11-19 -0.797 ™ |-0.811 ™ |-0.695 "™ |-0.673 **
20-49 -0.531 ™ |-0.608 ** |-0.380 ™ | -0.568 ***
50-99 -0.239 ™ |-0.397 ™ |-0.436 ™ |-0.482 **
OCC |army X 3.297 ™ 13321 |™ |3.399 ™
managerial 3.270 ™ |3.386 ™ |3.027 |™ |2.906 **
professional 1.967 ™ 2196 ™ |1.991 ™™ |2.007 **
technical 2.033 ™ |1.836 ™ |1.866 | |1.703 **
clerical 1545 ™ 11501 "™ |1.334 |* |1.001 **
sales & services 0.838 ™ |0.760 ™ |0.491 ™ |0.471 ™
farmers, fishers, etc. 1.295 ™ 10.340 1.201 | ™ 10.234
industry workers 1.276 ™ |1.301 ™ |1.201 |*™ |0.966 **
skilled workers 1.398 ™™ |1.465 ™ |1.345 |™ |1.089 **
MAR | married 0.341 ™ |0.401 ™™ |0.316 |™ |0.266 ™
REL | household head 0.700 ™ |0.742 ™ |0.561 |™™ |0.407 ™
CON | permanent 1.756 ™ |1.461 ™ |0.922 |*™™ |0.801 ™
temporary-study 0.656 * |0.102 0.085 -0.487 ™
temporary-no other job 0.180 -0.033 0.071 0.049
SEN X X 0.036 | ™™ | 0.041 ™
ADD | additional job -0.027 -0.109 -0.146| ™ |-0.271 ™

Source: Own elaboration.

Analyzing parameter estimates we notice that ghlanatory variables are
statistically significant, except single varianfsdescriptors. Majority of variables
are characterized by expected sign and value op#nemeter estimates. Women
earn less than men in all years of analysis andafiancy between monthly wages
seems to be bigger in years 2006 and 2009 thameiffirst years of investigation.
Higher level of education gives better chancesigher incomes however in 2009
the parameter estimates standing by university atohut was the biggest in 2006.
In private sector monthly salaries seem to be higfeen in public in years 2001,
2006 and 2009. In the biggest cities (with morenth@0 thousands inhabitants)
incomes are bigger than in towns with less tharthb@sands citizens and in the
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countryside, and it is the only statistically sfigant variant of the variable: place
of residence.

Bigger enterprises offer higher wages since pamrmetdf all variants,
describing size of the enterprise, are signifigasthaller than zero. Occupation,
except the variant describing farmers and fisher2d03 and 2009, also affects
significantly earnings as well as type of employtrmontract, fact of being married
and the household head. Parameters standing byaadesquared age are
significant with expected signs. Job seniorityuefice positively earnings in years
2006 and 2009 while it is difficult to interpret gative signs of the variable
describing additional job.

CONCLUSIONS

In our research we analyze situation on the Pdhislor market in years
2001, 2003, 2006 and 2009 based on LFS data, agpbydered logit model. The
main determinants of wages are: gender, age osgoiority, level of education,
size of firm and occupation in all analyzed yeatswever the influence of these
factors in following periods may be different. Tlevestigation shows that
women’s monthly incomes are significantly lower rihanen’s one and the
discrepancy seems to be the biggest in the lastofeanalysis however it may be
caused by different factors.
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Abstract: The aim of the study is to evaluate and compare#réormance
of mutual funds. The proposed approach evaluatesttectiveness of the
fund's investment strategy in terms of the investimeorizon. As a tool
wavelet analysis that has been applied to the dposition of the excess
returns of funds for the six scales was used. TheeE ratios calculated on
the basis of the so-transformed series formed &lseslfor the arrangement of
funds. The results indicate that the variance td od return in the analyzed
funds decline as the wavelet scale increases.

Keywords. wavelet analysis, multihorizon Sharpe ratio, insent horizon

INTRODUCTION

The Sharpe ratio is one of the oldest and the mogtilar measures of the
performance of assets allocation portfolios. Thisoris sensitive to the selected
sample. A common approach in portfolio evaluationhie calculation of the one-
period investment Sharpe ratio [Levy 1972]. ltuggested in the literature that for
n-period investment the scaling factor should bestalnto account. In empirical
analysis researchers and experts usually calcoidyethe one-period Sharpe ratio
[Kim, In 2005]. The portfolio managers make dearsi@ver different time periods,
and they especially concentrate on the performaicthe end of the clearing
period. So the problem is how to create the perdmoe measure resistant to above
restrictions. The main purpose of this paper isirteestigate the usefulness
of wavelet analysis for evaluating the performaoiceutual funds.

The starting point in applied methodology is tHe®e ratio, defined as
the level of the expected excess of return of pbeotfper unit of risk associated
with the portfolio. Then wavelet analysis is sudgds in terms of wavelet and
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scaling filters. Such an approach allows for deaosiqy the unconditional

variance into different time scales, which mearffedint sample windows. The
advantage of the approach is that it enables tladysia of the non-normally

distributed portfolio returns [Bruzda 2003]. Thesults of the empirical analysis
of mutual fund portfolios, operating in the finaaicimarket in Poland, support the
fact that the application of the wavelet analysis multihorizon evaluation

of performance enables providing more useful infation about behaviour
of portfolios.

PORTFOLIO MANAGEMENT AND INVESTMENT HORIZON

Asset allocation is a process that identifies tipineal portfolio for a
particular investor over a given investment horizéxn investment horizon
depends on when and how much profit the investpeets in the future. This
assumption implies that the duration of the investmhorizon influences the
optimal investment strategy. Investment horizomiifies the total duration that an
investor/portfolio manager expects to hold the fotid. The investment horizon is
used to determine the investor's income needs @sited risk exposure. In
general, the shorter the investor’s horizon, theelothe acceptance for a given
profit. According to the above, in portfolio penfoance evaluation process the
investment horizon should be taken into account.

Table 1. The ranks of mutual funds of Legg Masomh \AHG according to the Sharpe ratio

, Fund type

Duration (year) WIG
MIXED STOCK BOND MONEY

1 3 2 4 5 1
2 4 2 3 5 1
3 4 2 3 5 1
4 4 1 3 5 2
5 4 1 3 5 2
6 3 1 4 5 2
7 4 1 3 5 2
8 3 1 4 5 2
9 4 1 3 5 2
10 4 1 3 5 2

Source: Author’s calculation

There are many portfolio performance ratios in {Segneau, Hubner
2009a, 2009b]. Their disadvantage is that they tefenly one period of time. It is
obvious that they change and consequently the o&mortfolio changes as well.
Table 1 presents the ranks of market index and fowtual funds with different
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investment style according to the Sharpe rati@s ibteresting to point out that the
market index WIG was in the lead if the portfoliasvheld up to 3 years. After that
the stock fund was the leader. Also, mixed fund #r&l bond fund switched in
position a few times.

The Sharpe ratio is the oldest and the most popolaasure of the
performance of a portfolio in assets allocationwéis proposed by Sharpe as a
reward to variability ratio in 1966 [Sharpe 1966]:

EMZ

where:r; is the rate of return of the portfolig,is the return of the risk-free rate,
E[rp-r] is the expected excess returns &ifih)? is the risk of portfolio measured
by variance of the portfolio return. After Sharp&$94 revision the measure took
the following formula [Sharpe 1994]:

E[rp_rf}

S = )

SR CI

The Sharpe ratio for portfolioS{) describes the share of units of the expected
excess return per unit of risk. The ratio is in aoon use mainly because of
simplicity of calculation, interpretation and pdsbify of ranking of portfolios.
Additionally, the Sharpe ratio should be appliedyaif the rates of return are
normally, identically and independently distributedd only when the average
excess return is positive. Also, the value of tht#oris sensitive to the range of the
sample selected for an analysis. The Sharpe maserisitive to the window of the
selected sample, but a common approach in portélauation is calculation of
the one-period investment Sharpe ratio. From tme thorizon point of view it is
necessary to point out that the fact that the ioatf risk premium to the level of
risk changes in time that comes from structuralngea in the capital market
should be taken into account. As Levy [1972] notes, Sharpe ratio is strictly
dependent on the investment horizon, so it is wewyortant to include it in the
evaluation of portfolio performance.

In the Capital Asset Pricing Theory interpretatioh the utility is as
follows: investors look for such investment thatxingized their utility wealth
defined asU=E(R,)-Acy?, whereE(R,) is the expected rate of return of portfolio,
gy’ is the variance of rate of returns of portfolfojs the risk-aversion coefficient
[Berk 1997]. Maximization of such defined utilitg iequivalent to maximization

(1)
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the Sharpe ratio given b§=E(R,-R)/c. In the formula an ex ante approach
appears. An ex post version is possible as thertdat average rate of return and
it's standard deviation is applied.

If rates of return of portfolios have finite exped rate of return and
variance and the assumption of normality of distiitn of returns is fulfilled, then
the Sharpe ratio estimator is a function of expkatturn and the variance of
returns of portfolios [Lo 2002]. The asymptotictdisution of the Sharpe ratio is as
follows:

T(8,-5, ) N(ow,) ®

The asymptotic varianc¥ is weighted average of the asymptotic variances of
expected values and variances:

2
v, =99 az+( 99 j220'4
iid a,U 60.2 (4)

Whereg is the function of the Sharpe ratio definedgdg,o?). The asymptotic
variance of the Sharpe ratio can be calculatedlbsis [Lo, 2002]:

P
Vi =142,

]
(5)
And the standard error of the Sharpe ratio estinfatm 2002]:

=(s,)= /(1+%Sﬁj/T
(6)

In the formula (6) the number of periods is incldde

It is suggested in the literature that feperiod investment scaling factor
should be taken into account, but in empirical gsial researchers and experts
usually calculate only one-period Sharpe ratio [Kim 2005]. The portfolio
managers make decisions over different time peramibthey especially focus on
the performance at the end of the clearing pesadthe problem is how to create
the performance measure resistant to the abowéctiests. Kim and In proposed
the wavelet analysis as a tool for measurementooffglio performance. That
approach allows for decomposition of the unconddlovariance into a different
time scale, which means different sample windovie @dvantage of the approach
is the possibility of analysis of the non-normatligtributed portfolio returns and
non-stationary series.

WAVELET ANALYSIS

Wavelet analysis is a natural tool available tcestigate the disaggregation
of performance into various time scales, as it Esatlecomposing of the data on a
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scale-by-scale basis. Wavelet analysis is an apprased to evaluating the
portfolio performance which enables analysis thdtimrizon Sharpe ratio. The
great advantage of this approach is a possibititglécompose data into several
time scales so we can observe which investmentzdmsi are important
contributors to time series variance. We can atststtuct the local average of the
portfolio returns over each scale. These propepieside an effective way of
constructing the multihorizon Sharpe ratio.

Wavelet analysis is a kind of frequency analysis, which the process is
represented in both: the time and the frequency ailtemThis analysis is a
technique of windows, the size of which can inceeaisdecrease depending on the
fluctuation (long-or short-term analysis) [Bruzda02]. Due to its local nature the
wavelet analysis is appropriate for testing notictary processes. Wavelet
analysis, also known as a filtering technique, mles a tool that allows taking the
dynamic of economic/financial time series into astgdGencay et al. 2002].

The purpose of the wavelet analysis is to decomppsmess into
components, which are shifted and scaled versibtisedbasic function (called the
mother wavelet). Wavelet analysis has a time-scatare, which means that there
is correspondence between the small scale andfteéginency as well as large
scale and low frequency [Bruzda 2003]. The Haarelatvis the simplest dyadic
wavelet. The Haar wavelet can be used to decomposme series into two
components: a high-frequency oscillations repredeutations from the time trend
and the coefficients of the smoothed time trence @hcomposition is performed
by using two filters called (quadrature) mirrortdils [Bruzda 2003]: a low-pass
filter (coarse representation), high-pass filtestéiled representation).

The wavelet transformation is able to capture f&l information in a time
series and associate it with a specific time horiaod locations in time [Gencay et
al. 2002]. Kim and In [2005] proposed to use thevelet analysis as a portfolio
performance measure. This approach allows for dposition of the
unconditional variance of excess returns on varigeedes. The Sharpe ratio for
different scales reflects the assessment of thectféness of portfolio
management for different horizons. An additionavaadage of using wavelet
analysis is that is not necessary to fulfil theuagstions of normality and
stationarity of returns.

Multihorizon Sharpe ratio is created in the sanag @as its standard version
(1). The main difference is the application of thavelet varianced?(k)) and the
local average of the excess rate of retifiik]) for the scalé:

WS :p— (7)

The application of the wavelet analysis is the ea@bn of the results of portfolio
management which assumes treating returns as sigalit is possible to analyse
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results for different frequencies and investmentizoms if the time series is
decomposed according to the wavelet transformation.

DATA AND EMPIRICAL ANALYSIS

The sample covers 256 weeks, which comes fréa256 (the dyadic
wavelet). According to the different investmentastgies four types of funds of
TFI Legg Mason were selected: mixed, stock, bonohey. The sample included
weekly data from January 2008 to December 20130 #le WIG index and the
weight average return from treasury bills were &bl The table below includes
the average yearly returns from funds and thelr lesel measured by annualized
standard deviation. Also statistics of the normgadihd stationarity tests are given.
The highest average yearly return for the stockd f#06%, with a high level of
risk, 20.07%, can be noticed. The mixed fund reddbe/er return than the stock
one but the risk level was almost twice lower. Yyeaverage return for the money
fund was almost 3%, with the risk level of 0.54%eThormality (JB) test shows
that the returns were not normally distributed. Thsults of ADF test confirm
stationarity of returns (nonexistence of the uodt).

Table 2. Descriptive statistics of Legg Mason mufuad return and diagnostic tests.

Fund type Annual rate of return| Annualized risllormality test JB Unit root test ADH
MIXED 3.65% 10.62% 51.15* -4.393*
STOCK 5.06% 20.07% 54.31* -4.088*
BOND 2.90% 3.75% 56.66* -4.099*
MONEY 2.79% 0.54% 190.37* -4.194*

Note: JB indicates the Jarque-Bera statistic fomadity of rate of return distributed 3
with 2 degree of freedom; ADF indicates the AugredriDickey-Fuller statistics for unit
root; * - significant at 5% of significance level

Source: Author’s calculation.

The characteristics of distributions of returnsnirfunds point out that the
application of the standard Sharpe ratio can leadnisleading conclusions of
portfolio management results. As a consequendéginext step of the analysis the
multihorizon Sharpe ratio is applied. Time seriéprices of units of investments
funds were decomposed using the Haar wavelet tamaf for six scales,
representing filters with different frequenciesehhfor each transformed series the
local means and wavelet variance were calculated. l&st measure was applied
for finding the multihorizon Sharpe ratios. The &learatios at different scales
represent the performance measures of portfolisadgbus frequencies (various
time scales). Scale 1 represents a period from&weeks, scale 2 represents 4 to
8, scale 3 represents 8 to 16, scale 4 represénits32, scale 5 represents 32 to 64,
scale 6 represents 64 to 128. We use a simple Waeaelet, which is the first
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wavelet filter. Such simple wavelet allows for riet@y two types of elements of
the time series. The first one(k=1,..,6), which captures the higher-frequency
oscillations, represents increasingly fine scaleiat®ns’ from the smooth trend,
and the secondey, k=1,..,6), represents the smooth coefficients that captiuee
trend.

We analyzed the variance of the mutual fund rategtarn against various
time scales. Figure 1 presents that the varian@ éinds decline as the wavelet
scale increases and all curves peak at scale 5calfenotice a big difference
between curves at scale 1 and almost no differahseales 5 and 6. It implies that
investor with a short investment horizon reactsvery fluctuation in analysed
rates of return, while the investor with a mediund dong horizon would react
much slower. In the long-run the investment rislsignificantly lower. Figure 1
shows a pattern similar to that presented by Si¢g@08] and Kim, In [2005].
They suggest that the standard deviation of avertgen falls with the square root
of the length of the holding period, due to thed@n walk of the asset returns
[Kim, In 2005].

Figure 1. Estimated Wavelet Variance
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Multihorizon Sharpe ratios, wiskngretreasury bills asbenchmark, are
presented in table 3. The value of Sharpe raticeémh fund rises as the holding
period lengthens. The Sharpe ratio for a mixed fisnd.08 for the first wavelet
scale which is a 2- to 4-week period and incre&s@81.88 for the longest wavelet
scale 64- to 128-week period. We can conclude ttieatSharpe ratio is not time-
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consistent. So when the Sharpe ratio is appliead @erformance measure, then the
investment horizon should be take into account.

Table 3. Multihorizon Sharpe ratio in the period2€013

Scale MIXED STOCK BOND MONEY
Scale 1 -0.80 -0.50 0.45 0.56
Scale 2 1.67 -0.29 1.02 1.40
Scale 3 2.75 1.48 3.65 4.64
Scale 4 7.27 16.33 16.23 14.62
Scale 5 21.57 35.74 21.14 38.86
Scale 6 231.88 241.63 145.25 113.42

Source: Author’s calculation
SUMMARY AND REMARKS

Measuring the quality of portfolio management il sit the stage of
improvement and the search for objective measures/aluation of the results.
The importance of the idea of the quality managdérmasran important element in
the future prosperity of society in the contextasf aging population and the
associated challenges facing the pension systeraldsHme emphasized. It is
therefore important to pay attention to the quadihd relevance of the indicator
which is a commonly used measure of assessing thadityg of portfolio
management. Among these measures the most pomgds &harpe Ratio, which
is commonly used selectively for a single periodtiofie only. The study of
assessing the quality of the portfolio managemsatunultinorizon Sharpe Ratio.
The proposed measure of the effectiveness usedevaralysis to determine the
average excess returns and portfolio risk for detarof scales. The obtained
results show that it is important to take the itwent horizon into account, due to
the fact that for a variety of scales which wertaoted for the studied arrangement
of funds.

The results indicate that the variance of rateadfirn in analyzed funds
decline as the wavelet scale increases and thikesnhat an investor with a short
horizon reacts to every fluctuation in an obserxagd of return, while an investor
with a medium and long horizon, doesn'’t react tetihation in the long-run and
risk is significantly lower. Furthermore, the valoé Sharpe ratio for each fund
rises as the period holding lengthens, which insptieat the Sharpe ratio is not
time-consistent.
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Abstract: Volatility indices became a important factors apital markets
and are considered as fear factors. First volaiiilex VIX, was defined for
Chicago Board of Trade in 1993, and was develope2DD3. In next years
we observed growing numbers of volatility indicas main capital market
around of the world. There were more than 20 vdlatindices on capital
markets at the end of 2012. The aim of this stuglyadnstruction of the
volatility index considering to Warsaw Stock Excbantrading rules and
market participants. We also test the “fear facfimdperties of this index.

Keywords. option, capital market, stock market index, vditgtindex

INTRODUCTION

The first volatility index - VIX, introduced by th€BOE in 1993, was a
weighted measure of the implied volatility of eigg&P 100 at-the-money put and
call options and it was constructed according wppsal of Whaley Ten years
later Goldman Sachs analyst proposed modificatiased methodology of VIX,
and expanded to use options based on a broadey, i#eS&P 500, which allows
for a more accurate view of investors' expectationsfuture market volatilit

! Whaley R. (1993)
2 Demeterfi K., Derman E., Kamal M., Zou J. (1999)
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VIX values greater than 30 are generally associat@ti a large amount of
volatility as a result of investor fear or uncemtgtj while values below 20 generally
correspond to less stressful, even complacentstimthe markets.

OPTION MARKET ON WARSAW STOCK EXCHANGE

Options have been traded on Warsaw Stock Exchange September 22,
2003. This day saw the first appearance of Euroggda options on the WIG20
index. There are no price variation limits appltedtrading in options. The WSE
offers European style options, which means that tam be exercised only on the
expiry date. As is the case with futures, tradimgptions is supported by market
makers: under a contract signed with the WSE theyohliged to place their own
sell/buy orders in the order book. The referendeepior options is the theoretical
price calculated according to the Black-Scholes ehoGiven the nature of the
instrument, margins are required only from optiontevs (those opening short
positions). Option buyers do not pay margins. Tdbtentains basic characteristics
of option on WIG20 index.

Table 1. WIG20 options — key characteristics

Position Description

Multiplier PLN 10 per index point

Option value Product of option price and multiplier

Quotation unit Index points

Expiry months Four nearest months of the followgygle: March, June,
September, December

Expiry date The third Friday of the expiry month the series. If there

is no trading session on that date, the last tps@ssion
day preceding the third Friday of the expiry moisttaken

Last trading day The same as expiry date

Exercise price Equal to the value of the underlyirggrument, with
respect to which the settlement balance will bermeined
taking the multiplier into account

Exercise value Product of exercise price and migtip

Settlement price Settlement price is determinetherexpiry date as the
arithmetic mean of all WIG20 values during the lastr
of continuous trading and the WIG20 value as detexcth
at the session close, having rejected 5 top arwitbri

index values

Settlement value Product of settlement price anttipliar

Settlement date First business day following the da which settlement
price is determined

Settlement method Cash settlement in PLN

Source: Warsaw Stock Exchange Factbook, 2013
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Due to Warsaw Stock Exchange rules, option areettaith continuous
system. Each issue expiry in three months cycléenhird Friday of March, June,
September and December. Price on settlement ddgtesmined as the arithmetic
mean of WIG20 index values from last hour of tragdithe WIG20 values at the
day closing, without 5 top and 5 bottom valuesrmaderlying index.

At the end of 2012 a total of 120 series of optiamse traded (all of them
were WIG20 options). The trading volume for thesetruments reached 715,400.
The open interest at the end of 2012 amounted &004 WIG20 options held the
13th position in 2012 in terms of trading volumeaary index options in Europe.
Table 2 contain basic data of option on WIG20 &sit 5 years.

Table 2. Option on WIG20 — key figures, annual da@il2 — 2008)

Position 2012 2011 2010 2009 2008
Total turnover value

(PLN mill) 15672 21819 13653 7878/ 8261
Average turnover value

(per session, PLN mill) 62.94 86.93] 53.97| 31.27] 32.92
Turnover value by premium (PLN mill) 179.47] 276.72] 158.31] 192.09] 231.59
Total volume of trades (thousand) 680 0@BB2 106/ 546 842 399 708 325 203
Average volume of transaction

(per session) 2731 3315 2161 1586 1296
Average number of trades

(per session) 650 789 688 590 485
Open interest (year end) 14 46217 517 43583 20850 6 925
Liquidity ratio (%) 10.49 11.37 8.98 6.34 6.60
Number of series (year end) 1p0 122 106 110 138

Source: Warsaw Stock Exchange Factbook, 2013

Option trading on Warsaw Stock Exchange is operalfiaiype of investors:
foreign (all type of investors registered outsidePoland), domestic institutional
(brokerage houses, investment funds or banks) anestic retail (all individuals
investors, Polish citizens). Domestic retail ineestplay main role in trading of
option on WIG20 index. In last 5 years domestiaitehvestors account for more
than 50% of option trading: from 50% in 2012 to 65%®009. Table 3 contains
investors structure in trading of option on WIGadex.

Table 3. Investors structure in option trading oargaw Stock Exchange (in %)

Investors 2012 2011 2010 2009 2008
Foreign 11 24 12 4 12

Domestic institutional 39 12 28 31 30
Domestic retail 50 64 60 65 58

Source: Warsaw Stock Exchange Factbook, 2013
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CONSTRUCTION AND ANALYSIS OF VOLATILITY INDEX FOR
WARSAW STOCK EXCHANGE

The volatility index for Warsaw Stock Exchange weenstructed with
modification due to VIX methodolodyThe changes concern:
 interest rate: Polish WIBOR,
« time scale: days,
» rolling days: 1 day,
« prices: last trading price, if not available, threference price

Based on this assumption value of volatility indegre calculated from
Janury 2010 to December 2012. For purpose of thidysindex was named
VWIG20. Figure 1 shows evolution of volatility indefor Warsaw Stock
Exchange. VWIG20 index earned its maximum valueJoly 2011 - below 19
percent. Minimum value we observed in August 20lhore than 30 percent.
Values of volatility index for Warsaw Stock Exchanganged from 27 percent in
January 2010 to 19 percent in December 2012. Inn$2am2011 we observed the
increase of index by more than 13 percent points.

Figure 1. Performance of VWIG from January 2010&xember 2012
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Source: own calculation

According to the capital asset pricing model the®rive predict that the
expected return depends on the expected volatilue to current results of
volatility indices analysis, there are negativeatienship between returns of
volatility indices and underlying indicgs One of the explanation of this

3"The CBOE Volatility Index - VIX", CBOE White PapeRevised, 2009
4 Sharpe W.F. (1964)
5 Simon D. P. (2003)
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relationship says that the demand for puts incre@sen the market declines.
Increased demand means high put prices, and hdgberhmplied volatility.
Furthermore, the relationship is asymmetric: anaégize positive/negative shock
on implied volatility does not have the same effectthe index return. Hence,
analyst are calling the volatility index as “feauge”; the further volatility index
increase in value, the more panic there is in tlaeket. Further decline of the
volatility index value, implies more complacencytire market.

To verify properties of volatility index more preely the relation between
the returns of the WIG20 index and changes in thelG&20, we use regression
analysis. We regress the daily return of the WI®ROthe daily changes of the
VWIG20 and the change of VWIG20, when the changmtive:

R, = a,AVWIG20, + a,AVWIG20} + u,

where:

R: — daily returns of WIG20 index,

AWIG20: — daily changes of VWIG20,

AW G20 — daily changes of VWIG20, if VWIG20>0 th&'¥WIG20, otherwise 0

The regression results are (t-values in brackets):

R; = —0.248AVWIG20, — 0.097AVWIG20;r R?=0.128
(-5.53) (-1.63)

All regression coefficients are significantly difémt from zero at a 1%
significance level. The interpretation of the caaéints is the following: if
VWIG20 falls by one percent, then the WIG20 retwifi increase 0.0028 index
point. In other case, if VWIG rise by 1%, the WIGR@ex return will decrease by
0.0034 index point. We can say, the cash marketVansaw Stock Exchange is
affected negatively more by an increase in VWIG2éntit is affected positively
by an equal size decrease in VWIG20.

Additionally, we checked relationship in two diféet periods: bull market
and bear market. Bull market we define as a pdrmu February 8, 2010 to April
7, 2011, when the WIG20 index increase by 34%,bear market is define from
April 7, 2011 to May 23, 2012, when WIG20 indexl fay 19%. The regression
results for bull market are (t-values in brackets):

R, = —0.253AVWIG20, + 0.088AVWIG20f R? =0.05
(-3.30) (0.79)
In case of bear market we found that (t-valuesatkets):
R, = —20.071AVWIG20, — 0.187AVWIG20f R%? =0.185

(-2.72) (-2.07)
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We can see that the coefficieat in bull market model is statistically
insignificant. In bear market model both coeffidtiemre statistically significant,
and R statistics is on higher level in compare to thstfand the second models.
This implies that bear market affect the risk -unetrelationship in the WIG20
options market.

CONCLUSIONS

We have constructed a volatility index - VWIG20or the Warsaw Stock
Exchange using the WIG20 options. The constructimthodology differs from
the standard VIX methodology due to trading rulesVdarsaw Stock Exchange
and less liquidity than it is observed on developeaket.

Next, the properties of VWIG20 have been studiadine with other study,
we found that the index can be used as a gaude ahvtestor’s fear. This measure
is stable over time, but the signaling resultskatter in bear market period, than
during bull market.
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Abstract: There are large differences in number of women MPE&U
countries parliaments. Some countries try to rdguthis by determining
guotas of women in the electoral lists, but in sarases the percentage of
women elected is high without any regulations. €hate also differences in
the citizens standards of life depending on thee sthe aim of the paper was
to compare the women participation in the lowerirothe single house of
parliament of 28 countries belonging to EU. Besitlss calculation, the
comparison of Human Development Index (HDI) was parad in
correlation to women presence in the government.

Keywords. European Union parliaments, the lower house, workth
human development index

INTRODUCTION

Almost 20% of the world's parliamentary seats ae nccupied by women.
Europe, Africa and Asia follow with around 19-20%ctatal seats. Arab states still
trail behind, with less than 12% women parliameate [IPU 2012

Parliaments all around the world try to regulate tlumber of female MP’s
by legislated quota implementation to election. éding to IPU women
continued to fare better when either legislatedrauntary quotas were used. In

! Inter-Parliamentary Union website: http://www.iptgtenglish/home.htm
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2012, electoral quotas were used in 22 countriddirt elections. European
countries have made substantial improvements ¢nepast 10 years. The region
now has an average of 23,2 per cent women MP&poup17,4 per cent in 2002
[IPU 2012]. But there are countries which provedt thuotas are not necessary to
gain seats by women in national parliament.

The Human Development Index (HDI) is a summarywhhn development
in the world and implies whether a country is depeld, still developing, or
underdeveloped based on some factors such axfitc®ncy, education, literacy,
gross domestic product per capita. This index measihe average achievement in
three dimensions of human development — long arathe life, access to
knowledge and decent standard of living and is comynused to countries
comparison [Atkinson et al. 2005; Glodowska 20Ie results of the HDI are
yearly published, and in those ratings the highestloped countries score well in
terms of women’s economic empowerment, but nobfathem record progress in
terms of women'’s political empowerment.

The aim of the paper was to compare the womencjaation in the lower
or in the single house of parliament of Europeambrtountries and to compare
Human Development Index (HDI) in correlation to wemmpresence in the national
government. The purpose was to evaluate if wometicgsation in the parliament
was still not satisfied, if differ in high develagpe&ountries and if the legislative
quotas are needed to improve those proportions.

Data were collected from various sources. Actuacemtage of women
MP’s in European Union countries (and Croatia - memof EU from July %
2013) were evaluated on the basis on the officeysites of parliaments and Inter-
Parliamentary Union website. Obtained data werenofonfirmed by parliaments
contact person to make corrections up to date. |[Ropu size data was collected
on the basis of CIA database [CIA World Factbodkjman Development Indices
were taken from Human Development Report [UNDP 2088l value enables to
classify countries in the world into four tiers. éflsame was applied within EU
countries, which were divided for classes accardm HDI mean value [Kompa
2009]. Four classes were received (Table 1).

Table 1. Levels of development of EU countries aditg to HDI value.

L evel of development Criterion

1. Class — Very high level of development HDI > HDIjjz 4y
2. Class — High level of development HDIypay < HDI < HDIj 4y
3. Class — Medium level of development | HDIL v < HDI < HDIygan
4. Class — Low level of development HDI < HDI}un

Note: HDI — the value of HDI for the countriADIvean— the value of the average HDI for
28 countries: 0.862DIL . ,y— the value of the average HDI for the countrigsafbich:
HDI< HDIvean: 0,824;HDI} 4n— the value of the average HDI for the countrigsafbich:
HDI> HDIyean: 0.825

Source: Own elaboration.



226 Grzegorz Koszela, Luiza Ochnio

RESULTS AND DISCUSSION

Total number of parliament members is varied depgndn the EU
Member State and there is different number of @itz per one member of
parliament.

European Union countries parliaments are diffeyectimposed having one
or two houses (lower and upper house). From alM28nber States exactly half
(14) parliaments are unicameral and half are bicam®nly members of single or
lower house was taken under consideration andidgisquotas were examined in
countries where the low were adopted before the ofaast election.

Women to men ratio in parliaments shown on the feigli. presents
disproportion of female deputies to male MP’s. Highest percentage of women
in national parliaments is in Sweden (43,55%), tirerrinland (43,00%), Spain
(40,00%), Belgium (40,00%), Denmark (39,11%) andhidands (38,67%). The
lowest percentage is in Hungary (9,33%) and Cy(itQs/1%).

Fig. 1. Women to men ratio in parliaments
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Source: Own elaboration

Among Member States with the highest share of womethe lower or
single house of parliament only two (Belgium an@iSpadopted legislated quotas
to the electoral lists. Scandinavian countries laeglers in that field, but while
Sweden has voluntary political party’s quotas, eanBark there is no quotas at all.
The other countries have different types of leg¢gslajuota.

Research frequently attributes the high representatf women in politics
to the introduction of gender quotas [Dahlerup, deri2006]. Although gender
quotas have been introduced in Sweden, this diseasr misleading since quota
provisions were first introduced in the 1980s, &tree women occupied more than



Women patrticipation in European Union countries... 722

30 per cent of seats in parliament [Freidenvall@0Brance achieved its highest
participation rate for women, 12 years after thepdidn of a gender parity law. In
some countries, like United Kingdom it is still yefierce debate about quota
legislation, many parties demand it for years [Sawvet al.2006].

According to Human Development Report 2013 all Eddirdries are very
high developed (the first group consist of 47),eptdBulgaria and Romania which
belongs to the second group of high developed cesntFour human development
classes were calculated for Member States and #neemptage of women in
parliaments was compared (Figure 2).

Fig. 2. Percent of women in parliaments in fouss&s of Human Development Index
calculated for European Union countries.
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Source: Own elaboration. White columns indicate wormercent value below the average
for the 28 Member States.

In the first class (very high human developmen@reéhare almost all
countries with women percentage above the meam @lhich is equal to 26,34%)
except the Ireland. In high developed countries enatomen are elected to
parliament mainly because of better education wtielps to remove social
inequalities. In the second class most countrie® laove average percentage of
women in parliaments. Surprisingly, in th€ Zlass there are parliaments with the
lowest women presence. From tH&alass countries only Portugal is above mean
value — which means that only that country has ntoam 26,34% of women in
parliament.
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On the Figure 3 are shown countries in order of WBlue and rank of
percent of women in parliament (both increasingyalculated Spearman’s rank
correlation coefficient for 28 countries was eqtml0,57 and was statistically
significant. The higher HDI rank the higher pereg® of women in parliament of
the Member State. Countries with the legislatedtagiavere not on the very top,
except Belgium which was ranked quite high. Thedéea were Netherlands,
Germany, Sweden, Denmark. Romania and Bulgariatt@admallest HDI value
and the lowest position in women percentage rankKirfge apparent outlier is
Ireland — having not enough women in the parliangnt in the same time very
high human development.

Fig.3. Positions in rankings: women percent inipareénts and HDI index.
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Source: Own elaboration. Countries marked grey edblegislated quotas.
CONCLUSIONS

On the basis of our research we can conclude teahighest percent of
women participation in EU parliaments is still ihet Scandinavian countries
(Sweden, Finland) and the lowest is in Hungaryn tineCyprus and Romania. It is
correlation between HDI value and women MP’s pe@ge in national
parliaments - countries with the higher women re@ng¢ation in parliament also
have the highest human development index. Lesda®a countries are still not
convinced to elect women to government. Legislatjiuetas are not necessary to
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receive higher percent of women contribution in ltheer house of the parliament
but voluntary political parties quotas might be ywéelpful to optimize women
MP’s/men MP’s ratio.
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