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Abstract: On the basis of the mechanism of accidental se@sec&nonical
expansions the algorithm of the economic state grfcaltural enterprise
forecasting is obtained which allows to estimate thsults of its work in
future under the realization of a certain reorgatin (change of land
resources, labour resources, fixed assets).

Keywords. accidental sequence, canonical expansion, algorith
of extrapolation.

INTRODUCTION

Economic state is the most important criterion ofibess activity and
reliability of an enterprise that determines itsnpetitive ability and potential in
effective realization of the economic interests alif participants of economic
activity. For ensuring of successful work the maamagnt of an enterprise needs to
be able to estimate and forecast realisticalle@snomic state as well as partners
and competitors. The models of forecasting are dhe instrument of the



8 Igor Atamanyuk, Yuriy Kondratenko, Natalia Sirenko

determination of current enterprise state or pdésis of its development. But
such practice in the management of Ukrainian ert&p is absent. Mainly the
experts whose methods don't have clear scientifaugd and have the name
“nosology” which means intuitive approaches basiog personal working
experience are occupied with the forecasting agrprises and banks. Western
specialists have the priority in the investigatioh the possibilities of the
management on the basis of the forecasting of @nger economic state. Bever
started theoretical development and building ofgpostic models, then it was
continued in the works of Altman (the USA) [Altmd®94], [Altman and other
1997], Alberichi (ltaly), Misha (France) and othg@&anger and other 1986], [Hall
1994]. More contemporary trend in the building bé talgorithms of economic
indices forecasting is the usage of stochastic ousthof extrapolation. The
relevance of such approach is explained with tHiki@nce of great number of
accidental factors on the results of enterprisectfaning (weather conditions,
accidental variations of demand and supply, irdlatetc.), under the influence of
which the change of economic state indices obtagtsdental character. But the
existing models of prognosis impose considerabtetdtions on the accidental
sequence describing the change of economic indit&@®nov and other 1998],
[Ryabushkin 1987], [Teyl 1971], [Szmuksta-Zawadz&@l3], [Pedki 2013],
[Potonski 2012] (Markovian property, stationarity, monmyp scalarity etc.).
Thereupon the problem of the building of the fostcmodel under the most
general assumptions about the stochastic propeiftitbe accidental process of the
change of the indices of enterprise economic stiases.

AIM AND THE RAISING OF PROBLEM

The aim of this work is the development of the tedhgy of agricultural
enterprise management on the basis of the algorahrihe forecasting of the
indices of its work. The main requirement to theetasting algorithm is the
absence of any essential limitations on the stdichpsoperties of the accidental
process of economic indices change.

THE SOLVING OFPROBLEM

The most universal from the point of view of thequigements to the
investigated accidental sequence is the method lihaes on the mechanism
of canonical expansions [Pugachev 1962], [Kudnytsk001]. The main primary
indices of the economic state of agricultural gmises are the gross profit, gross
output, land resources, labour resources, fixedtadhat is why the object of the
investigation is the vector accidental sequench fine dependant constituents ( if
necessary the number of figures and their qual@attomposition may be
changed). Preliminary investigations (the check dependence of accidental
values) showed that the accidental sequences bWiegcrihe change of the
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economic state of the enterprises which relat&ééartensive [Sirenko 2010] type
of the development during the interval of elevemrgethat corresponds to the
processing of twelve annual indices for the gremhlmer of the enterprises of the
mentioned type have the most stable and signifisethastic relations. For such
vector accidental sequence the canonical expahsiethe following look:

X, (i) =M[X,(i)]+ ZZV“)¢“)( ),i=112,h=15 1)
v=l A=1
where X, (i), i=1,12 - gross profit;
X, (i), i=1,12 - gross output;
X, (i), i=1,12 - land resources;
X, (i), i=1,12 - labour resources;
X (i), i=1,12 - fixed assets.

The elements of canonical expansion are the adeidetpefficients
VP, v=1,12,A=1,t and nonrandom coordinate  functionsg,’ (i),

v=112,A=1°% h=112,i=1E:

v

Vv(ﬂ) XA(V)—MI:X :I ZZS:V(])¢(J)() (2)

©=1 j=1

A-1 R
> VgD (v),v =112
j=1

D, (v) =M [{v} [=m[{x, ()}’ | -M[x, (v)] - ®)

> >0, (1) (v} - XD, (){e (v)} ., v=112,

4=l =1 j=1

(M[X, (v) X, (i)]- (4)

g () <MLL 06 () MO ()]

M [{VV“)}ZJ D, (v)
M X, ()M %, ()]- 3 20, (e ) () -

50,00 )0, A=180 =T

i=
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Coordinate functions g\ (i),h,A=1,5,v i = 1,1 have the following
properties:

1, h=A4A & v=i
0,i<vor h<A &v=i.

89 (i) ={ (5)

The algorithm of extrapolation on the basis of cacal expansion has the
look [Atamanyuk 2005], [Atamanyuk and other 2012]:

M[X, (0], 4 =0,
e )= 1) 3 () = (]9, 21 ®
e () [ () = 1) J821) 1 =1

where m“(i)=M| X, (i)/x,(v), A=15,v=1u-Lx; @)= 1] h= Lt

i =u+112 - is the linear optimal quantity by the criteriohthe minimum of the

average square of the error of the prognosis igskimation of the future values of
the investigated sequence under the condition that values for random

parameters X, (v) are known x,(v), A=15v="1u-Lx (u) j=1. In

[Atamanyuk 2009] in the form of a theorem is provibet the algorithm has
optimal characteristics.

As it follows from (4) the valuesg! (i),h,A=15vji=11: are

determined through auto- and mutually correlatedkctions of the investigated
vector accidental sequence. In the Table 1 theegadfi autocorrelated function are

Table 1. Autocorrelated function of the accidetatstituentX, (i), i=1,12

2002 | 20031 2004 200p 2006 2007 2008 2009 2010 2012|2013
2002 1 | 099 0,79 0,42 0,79 0,74 0,49 0J)72 0,63 0O@65]| 0,43
2003|1099 1| 0,74 042 0,74 0,74 052 070 0,64 0OAB9 | 0,46
2004|0,70{ 0,72 1| OS5y o067 058 OO0 0/9 0,70 0m®B8 | 0,60
2005|042 042 057 1| 0,38 0,36 0,45 0J)21 041 (0OEB&E9| 0,18
2006 0,79] 0,74 067 038 1| 0,81 0,5 0j91 0,80 0F83]|0,41
2007|0,74| 0,74 058 0,3p 081 1 O,/2 073 0,92 0@BH1]| 0,44
2008 0,49| 052 0,70 045 055 042 1 0/51 Q74 0389|041
2009| 0,721 0,70 0,69 0,21 091 0,43 O51 1 0,77 0®BG4 | 0,55
2010| 0,64| 0,64 0,70 0,41 0,80 0,92 0//4 077 |1 0@&KO| 0,59
2011)0,47| 0,48 0,66 0,3p 0,72 0,81 O,/3 080 091 |@71]0,46
2012 0,55| 0,59 0,78 0,19 053 0,51 049 0,74 Q6@1p 1 |0,71
2013|0,43| 0,46 0,60 0,18 041 044 041 055 0,596 00,71 1
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presented K [;(1([/) >O<1(|)} v =1,12, i= 1,1%) for the first constituent.

For the period of 2002-2012 the values of the aretated functions
M |:)0(h (V))o<h (|)} v=111i=111h= 1, determined by means of the
processing of statistic data (indices of the attiaf Nikolaev region agricultural
enterprises during 2002-2012). For Z(MI{)O(h (v) X (12)} v=111h=1"are

calculated on the basis of the determinate models:

(7)

M[il(v)il(lz)}zusm[ﬁl(u)f’(l( 1)}— oom[f(l(u)xl( ¥
(8)

+0,08M {il(v)xl(g}— 0 01M[>°<l(v)>°<1( )3}— 0,485 = 1,11
M[)O(l(v))o(l(ﬂ)}zoQQM{)O(l(V))O(l(l).} -0 0[521(./)521( J)%+ 9
+0 oozvl[f(l(v)il(g - o,om[il(v)xl( )3} y="111, ¥
M[il(u)il(lz)}o99w[>"<1(v)>"<1( 1;} ooaa{il(u)ﬁ%l( ]@+ "

-0 oom[f’(l(u)il(g - o,oom[xl(u);’(l( Bl v=111

M[Xl(v))o(l(12)}=078&/|[X1(|/))0(1(1).} -0 oael[xl(u)f’(l( ]@+ -

The parameters of the equation (7)-(11) satisfymi@mum of the average
error of approximation (relative error of the faastis not more than 1 %).
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In the Table 2 coordinate functiogtl(j)(i), v,i=112 corresponding to

autocorrelated functiorM [)()(1(v))0(1(|)} v=112,i = 1,1 and determining the

degree of the influence of former values of grossfip for future values is
presented.

Table 2. Value of the coordinate functiogf! (i), v,i =1,12

2003| 2004, 2005 2006 20Q7 2008 2009 2010 2011 20023
2002| 0,89| 0,54 055 o062 043 045 0,89 0,858 0,2(86 | 2,65
2003 1 | 2,25 -146 -2,40 0,2 547 -2j71 355 1838B52 4,70
2004 O 1 | 509 117 -158 -0,03 -2,y7 -0R3 -558427 5,07
2005| O 0 1]017 026 094 018 0,77 105 -0,57 711
2006| O 0 0 1] 048 12y 106 105 2,01 -2,37 0,69
2007| O 0 0 0 1] -181 074 353 0,37 9B1 2(86
2008| O 0 0 0 0 1| 068 144 3,18 -6,/4 -3[39
2009 O 0 0 0 0 0 1 129 221 -3,80 0,p3
2010| O 0 0 0 0 0 0 1 3,88 0,19 -844
2011 O 0 0 0 0 0 0 0 1 1,99 -4,96
2012] O 0 0 0 0 0 0 0 0 1/ 0,50
2013 O 0 0 0 0 0 0 0 0 0 1

Additionally to the Table 2 in the model (6) the lues
¢ (i),h,=1,5,h# A,vj=11. which allow to consider mutual stochastic

relations between the constituents, (|) h=1,5 (for example, the influence of

land resources on gross profit, labour resourcegass output etc.) are used.

The future values of the mathematical expectedevalithe investigated
vector accidental sequence {X} are estimated with tisage of the determinate
model

M[X,(12)]=2,39M[ X, (1)]- 1,928 X, ( 19+

_ (12)
+1,08M [ X, (9]~ 0,208 [ X, ( B h= 15.
The parameters of the equation (12) as well ag)f{1(l) are determined
from the condition of the minimum of the averageoerof approximation. For
agricultural enterprises of Nikolaev region relatedntensive type of development

the mathematical expectations /g X, (12) | = 4276, M[ X, (12)]|=12844.%.
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In all in the algorithm of the prognosis (6) 55 ramce values
x,(i),h=15,i=11: and 1775 that are not equal to zero balance cefifs
¢ (i),h,A =15, v j = 1,1z are used.

For the increase of the effectiveness of the cating processes during the
prognosis by extrapolator (6) it is advisably te ube calculating procedure the

substance of which is the fulfillment of the follmg stages:
Step 1. For the fixed pointt, (initially v =1) the dispersions

D, (v)(initially A=1) of the accidental coefficienty” with the help of the

expression (3) are determined,;

Step 2. Using the obtained at the previous stepeva@), (v)coordinate
functions gy, (i) for h=1,5;i =v,12 by the formula (4) are calculated;

Step 3. The conditiom <5 is checked. If the outcome is positivé, is
increased by onel =1 +1and the transition to Step 1 is fulfilled. Otheravithe
calculating process is continued by the transitothe next Step 4.

Step 4. The check ofy <12 is fulfilled. If the condition is performed, the
value v is increased by one =v +1, the parameterl is given the value one
A =1 and the transition to Step 1 is fulfilled. If thendition is not carried out, it
means that the parameters of the extrapolator aterrdined for all points of
discretization in which accidental process is vidvaad the transition to Step 5 is
fulfilled;

Step 5. The estimation of the future value of theestigated process is
specified by the introduction into the calculatimocess the next value

x (1), 1=1,5 (initially #=1). For|=1 the third expression of the formula (6) is
used, forl =2,5 the second one is used:
Step 6. It is checked whether all values are usedhe forecasty =11. If

the condition is fulfilled, the process of calcidas is finished, otherwise the value
M . Is increased by ong = i +1 and the transition to Step 5 is fulfilled.

The block diagram in Figure 1 illustrates the wofkhe algorithm.
Model (6) gives the possibility to estimate grossfip x1(12) and gross

output x2(12) for 2013 for a certain enterprise basing on thetada

x,(i),h=1,5,i = 1,17 of its work for eleven previous years. The congmiof the

prognostic values which are obtained by meanseag#irapolation algorithm with
the statistic data of the results of agricultunategprises work of Nikolaev region
for 2013 indicates high effectiveness of the depetl prognostic model (relative
error 2-3%).
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Figure 1. Block diagram of the functioning of tHgaithm (6).

Calculation D, (v)
according to (3)

]
v

Calculation o) (i),

v =v+1 ‘

h=2.5i=v,12 by (4)

Yes '\ No
v <12

\ n

v
Forecast specified

n=p+l ‘ using x, (H)J=L75
according to (6)

Yes No
n<il

( End )

New known results of enterprises functioning fod2@&llows
characteristics of the algorithm (6) and the exifajpr can be

to specify the
used for the

enterprise management at the level of the parame@)e{ftZ) - land resources in
2013, x,(12) - labour resources in 2013 (12) - fixed assets in 2013 for the

achievement of the required effect for 2014.
The diagram of the computer system functioning bae
developed technology of management is presentetjure 2.

basis of the
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Figure 2. Computer system for the forecast and gemant of an agricultural enterprise.

Grossprofit Grossoutput Landresources| | Manpower | | Fixedassets
(GP) (GO) (LR) resources (MR (FA)
« v
Database 1« Computersystem
Forecast
GP, GO
Variation block of]

LR, MR, FA

CONCLUSIONS

The optimal algorithm of the extrapolation of theoromic indices of
agricultural enterprises which as well as canonegbansion put into its base
doesn’t impose any essential limitations on thersstic properties of economic
indices is obtained.

The model of the forecast allows to estimate thsults of enterprise
functioning after its reorganization (the changdaoid resources, manpower, fixed
assets).

The offered method of management may be alsaeshfor nonagricultural
enterprises with other set of economic indices.
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Abstract: According to literature, herding can be observed not only within
single stock market, but also on international level. Poland has entrance to
Euro Zone in perspective, so especially interesting is answer to the question
whether herding is present on the stock markets of candidate countries to
Euro Zone? Moreover, whether this tendency will be more noticeable in
periods of higher volatility than during the periods of relative market
stability, as suggested by psychological theories.

To find the measure of herd tendency we can refer both to neoclassical and
behavioral theories. Basing on models grounded in rationality assumption,
there is a need to assume informative efficiency of markets. Thus, it can be
expected that aggregated changes in stock markets should be reflected in the
process of prices formation. Behavioral literature pointed that if tendency of
herding is present on international level, it can be assumed that markets ‘in
average” will behave in the similar way. Following this idea the size of
deviation of the given series from the ‘average’ can be taken as the measure
of herding activity in aggregated market. Methodology created by Christie,
Huang and Chang, Cheng, Khoran will be used as a starting point for the
consideration of this problem. To propose more perfect measure of herding,
in the paper this approach will be developed by using alternative
methodology for average and measure of deviations construction. Those
improvements will cause that, theoretical models will come closer to reality
and will take into account both sociological and behavioral tendencies
present in investors activity.

Keywords: herding, international stock market, measure of herd behavior
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INTRODUCTION

Herding is defined as activities of decision-makers that are caused by
interpersonal interaction and rely on making decisions basing on observation of
others participants of the given community and imitating their behavior [Szyszko
2009]. In financial markets such activity is present if in a group of investors some
of them proceed as others and invest or not in the given asset in the given period of
time (in case of financial markets this definition is rarely related to investments in
a single and strictly defined time point) [Sias 2002].

It was shown that behavior of subjects is determined by individuals who
from their point of view have relatively bigger stores of knowledge, which they
personally do not own. The tendency of behavior imitation will be the larger, the
smaller is precision and amount of available information. It is expected that
herding does not appear if credibility of private information is bigger than quality
of information coming from activity of others market players. The tendency of
herding will be the bigger, the more difficult is to gain and process the information.

Literature shows, that herding is present in the international market. In
research performed for Germany, Great Britain, United States of America, Mexico,
Japan, Spain and France, Blasco and Ferreruela [2008] identified this tendency just
in Spain market. Chang, Cheng and Khoran’s [2000] study indicated on presence
of meaningfully significant herd tendency in South Korea and Taiwan markets in
period 1963-1997. Hwang and Salmon [2004] used daily stock returns and also
found some circumstances that herding was present in South Korea market in
period 1993-2002. In 2004, Demirer and Kutan [2004] applied CSSD (Cross-
Sectional Standard Deviation) methodology to Chinese individual and sector
markets and did not find any reason to say that behavior imitation tendency appears
there.

Herding can be observed not only in stock market. Presence of this
propensity was tested also in government stock market [Gleason et al., 2004], in
future market for fuel oil and petroleum [Weiner et al., 2004], where symptoms of
collective activity were identified.

Although the literature contains a number of examples of herd behavior
presence tests on many different markets and for plenty of varying assets, there is
noticeable shortage of papers, which investigate this phenomenon in global scale.
The example of such work is Demirer, Gubo and Kutan’s [2007] paper, where such
research was performed on many stock markets grouped into six regions:
developed markets (West Europe and USA), Asian, Central and East Europe, Latin
America, Mid-East and Africa.

Literature suggests, that imitation of behavior is present not only inside of
single stock market, but also this phenomenon can be observed on international
level. Thus, it can be expected that the Euro Zone members (having relatively
broader knowledge) determine the behaviour of candidate countries to this
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international community, especially in periods of greater market volatility.
Confirmation of such dependence will introduce new implications in the area of
stock market behaviour modelling as allows to assume that in the markets of
members of this international community important leading factors for candidate
countries to Euro Zone exist and grants to make further use of theory of leading
factors in analyses on international level.

Attempting to point herd tendency measure, we can refer both to
neoclassical and behavioral theories. It can be expected that aggregated changes in
the market will be reflected in the process of prices development. On the basis of
behavioral literature, in case of herding presence in international market, it can be
assumed that markets in average should behave in a similar way. Following this
intuition, as a measure of herding activity in the aggregated market, the size of
deviation of the given time series from ‘average’ can be considered. Such
methodology was proposed by Christie, Huang [1995] and Chang, Cheng, Khoran
[2000]. To create closer to reality measure of herd behavior, alternative approach in
mean construction and deviation measure was used to develop those theories.
Thanks to introduced extensions, statistics reflect behavioral tendencies in
investors activity in the stock markets.

HERD BEHAVIOR MEASURE

Referring to behavioral literature, if herding is present in international
market, it can be assumed that stock market indexes, which are considered to be
representant of capital markets and are regarded to reflect aggregated changes in
prices development, in average should behave in the similar way. This intuition
suggests, that the value of deviation of the given return series from ‘average’ may
be considered as herd measure in aggregated market.

Related literature refers to two measures of herd behavior. First was
proposed by Christie and Huang [1995]. In it construction standard deviation is
used — it’s called Cross-Sectional Standard Deviation (CSSD). The second
approach was introduced by Chan, Cheng and Khoran [2000]. This indicator based
on absolute deviation from the mean — it’s so-called Cross-Sectional Absolute
Deviation (CSAD). Construction of CSSD and CSAD assumes that relation
between average cross sectional and actual return of asset in interest is symmetric.

Researches depict that investor reactions on decreases and increases of rates
in the markets are not the same. Behavioral economy proves that people in
suspense have tendency to too quick jumps to conclusions, make decisions just
basing on single facts. On the other hand, sometimes investor’s reactions are
delayed in respect to signals that came to them or downright ignored. On the basis
of psychological tendencies, it seems to be reasonable to include in herding
measure construction both propensity to overreactions and for ignoring
information/ waiting for signals confirmation. Such phenomenon’s take place on
the level of activity of individual investors, but it can be expected that to some
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extent, they will be reflected also in aggregated market. Owing to those facts
asymmetric measures can be proposed: Mean Mixed Errors Undervaluation
(MMEU) and Mean Mixed Errors Overvaluation (MMEO):

LIS N 1.1
MMEUt:N{Z‘Rtith‘Ktﬁrz ‘RtiiRt‘Ltij| ( )
i=1 i=1
1A o < '
MMEOt =N{z ‘Rli - RI‘Kli +Z‘R1i _Rx“-\i:| (1 2)
i=1 i=1
where:
« _JL T R>R, 1 if Ry<R,
“7lo if R <R "“lo if R,>R

R,~ daily return from market index for country i in period t,

R.- daily average cross sectional return from market indexes

for N countries in period t / indicator of market behavior.

The idea of those measures based on emphasizing (by using root square function)
value of deviation of the given return series from aggregated market index in
direction which is ‘assumed’ by measure.

MODELS DEFINITION

It is assumed that in normal conditions investors act in rational way, taking
into account all available information when making decisions. Extreme conditions
cause extreme emotions and reality shows that investors ‘feel more comfortable’
acting as other participants of market. This suggests, that it can be expected that
herding should be clearly noticeable especially in periods when bigger uncertainty
is in the market. On the basis of this presumption, ‘normal’ and ‘extreme’ periods
can be distinguish in the market behavior. Periods with returns in first (extremely
low) and in fourth (extremely high) quartile of distribution are considered as
‘extreme’. Moreover, it can be expected that investors will modify the way of their
behavior depending on the phase in which the market is.

To verify this hypothesis, model with zero-one variables marking market

phases (DY =1 if the return in day t is in the fourth quartile of distribution, 0

otherwise; D=1 if the return in day t is in the first quartile of distribution of
market returns, 0 otherwise) can be proposed:

MMEU[MMEQ]= g, + BD§ + B D + & )

This linear model allows to investigate the direction of changes in the
market. According to classical theories of capital market, developed on rationality
fundaments, estimated coefficients should be significantly positive as assets differ
in the level of sensitivity. It is expected that herding will cause decrease of
dispersion of returns around the mean. Thus, statistically significant and negative
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value of at least one of estimated coefficients will indicate on presence of this
tendency in the market.

Empirical researches show [Prosad et al., 2012] that relation between
measure of herd behavior and market indicator may not be linear. Thus, following
alternative nonlinear regression model can be proposed:

MMEU[MMEQ]= 5, + B[R |+ B,R? +4, 3
where symbols description as in (1).

If collective behavior is not present in the stock market, relation between
MMEU [MMEOQ] and R, will be linear and positive. Statistically significant and

negative coefficient g, implies presence of this tendency in the market.
According to behavioral literature, relation between dispersion measure and

market returns may be asymmetric, so two separate models for extreme reactions
can be proposed:

MMEY [MMEQ' = 8 + g°[RY|+ SRV +&, i R >0 (4.1)

MMEW [MMECP |= 50 + g°[RP|+ P (RO +&, if R <O (4.2)
where symbols description as in (1).

EMPIRICAL ANALYSIS

Data and analysis period

The research was performed for period from 15t July 2006 to 1 July 2008
July 20072 is consider to be the start point of global economic crisis. For analysis
purposes two sub periods were determined: period before the crisis start: 1% July
2006 - 1% July 2007 and period after the crisis start: 2" July 2007 - 1%t July 2008.
This allows to compare behavior of market in different economic conditions.

Herd tendencies measures presented in literature assume the equal
realization each of the series in creation of the average R . If the research is

performed within single market there are no objections to such approach. However,
if the study concerns different countries, using weighted average market
capitalization seems to be more appropriate way. Such approach find also
methodological justification, as size of the market has very important impact on
stock market behavior.

1 This article is part of larger study and that was main determinant of choosing such period of analysis.
2 Appointment of crisis start date is subjective task. In this article decision was made to take more or less a moment of bankruptcy of two

hedging funds of Bear Stearns bank — the time when alarming information started appearing in the market.
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Daily closing index prices coming from web-sites®:
http://analytics.tradingeconomics.com, http://www.nasdagomxbaltic.com/market,
http://www.borzamalta.com.mt (for Lithuania and Malta respectively) were used in
analysis and for calculation weighted average market capitalization index (R,) for

countries belonging to Euro Zone.

Information about markets capitalization was taken from web-site:
http://databank.worldbank.org (annual data were converted into daily data using
PROC EXPAND procedure (with options: OBSERVED=total and
METHOD-=join) available in SAS 9.1®).

Results of investigation

To verify presence of herd behavior in the aggregated market of candidate
countries to Euro Zone, models (2), (3) and (4) were estimated. The research was
performed both for S&P 500 (as American market still has great impact on world
economy) and for weighted average index return of Euro Zone members as a
markers of market phases.

Table 1. Regression coefficients for: MMEU, [MMEQ, |= 4, + 8D} + 5 D +¢,

1%t July 2006 - 1%t July 2007 2" July 2007 - 1%t July 2008
Parameter Estimates Estimates Estimates Estimates
(p-value) # (p-value) ## (p-value) # (p-value) ##
MMEO
B 0.0526 (<.0001)* | 0.0408 (<.0001)* | 0.0609 (<.0001)* | 0.0512 (<.0001)*
i -0.0003 (0.0006)* | -0.0117 (0.9288) | -0.0023 (0.5047) | -0.0180 (0.0002)*
3 -0.0042 (0.0009)* | 0.0222 (<.0001)* | 0.0049 (0.0091)* | 0.0440 (<.0001)*
MMEU
B 0.0421 (<.0001)* | 0.0432 (<.0001)* | 0.0418 (<.0001)* | 0.0474 (<.0001)*
By 0.0105 (0.0006)* | 0.0322 (<.0001)* | 0.0066 (0.0390)* | 0.0423 (<.0001)*
B, -0.0002 (0.0064)* | -0.0099 (0.9004) | -0.0011(0.0027)* | -0.0128 (0.5043)

# for S&P 500 as marker of market phases; ## for weighted average index return of Euro
Zone members as marker of market phases
* denotes significance at 5%

Source: Author's calculations, performed in SAS 9.1®
Estimated coefficients gy of MMEU regression and pg- of MMEO

regression are negative in each case. Also, for pre crisis time g7 is below zero in
the model where S&P 500 as marker of market phases and MMEO as dependent

3 In the research were included all countries belonging to Euro Zone in the analyzed period and the members of European Union that
candidate to this international community.
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variable are used. Results of analysis do not allow to reject hypothesis about
herding presence in the market.

Literature shows that all economies are very sensitive on the situation in
USA. It is worth to notice that when American index as marker of market phases is
used, estimator’s values are closer to zero. Such results suggest that greater impact
on behavior of countries that would like to enter to Euro Zone has behavior of
members of Euro Zone than S&P 500 index, which is traditionally used for
determination of tendencies in the world markets.

MMEOQO construction highlights issues of overestimation variability. Too
strength reaction are characteristic for stressful periods: with higher variability,
with very low returns and decreases in the market.

Contrastively MMEU construction highlights issues of underestimation
variability. Such tendencies in investors behavior are characteristic especially for
‘calm’ periods and characterized by increasing trend.

Table 2. Regression coefficients for: MMEU, [M M Eq]: By + ﬁl‘Rt‘ + R +¢

1%t July 2006 - 1%t July 2007 2" July 2007 - 1%t July 2008
Parameter Estimates Estimates Estimates Estimates
(p-value) # (p-value) ## (p-value) # (p-value) ##

MMEO

B 0.0343 (<.0001)* 0.0345 (<.0001)* 0.0525 (<.0001)* | 0.0471 (<.0001)*

b 0.2397 (0.0414)* 0.2271 (0.0109)* -0.0887 (0.4348) | -0.1815 (0.0125)*

B 13.0570 (0.0004)* 7.2686 (0.0088)* 5.6789 (0.0561)* | 6.1352 (0.0013)*
MMEU

Bo 0.0427 (<.0001)* 0.0396 (<.0001)* 0.0467 (<.0001)* 0.0412 (<.0001)*

B -0.1149 (0.3236) -0.2690 (0.0025)* -0.1603 (0.1770) -0.0853 (0.2527)

b, 6.3826 (0.0784)* 13.5097 (<.0001)* | 17.1034 (<.0001)* | 10.7802 (<.0001)*

where symbols description as in Table 1

Source: as in Table 1

Results of MMEU, [MMEQ]= 4, + B|R|+ ,R? + ¢ estimation suggest that
herding is not present in the market as in each model g, coefficient is greater than
zero. Also, it can be observed that R, changes have more than proportional impact
on the herding behavior measure.
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1 101 . X X X X x
Table 3. Regression coefficients for: MMEU [MMEq‘]: B+ BR+ B RS +4,
x € {U,D}
15t July 2006 - 1% July 2007 2" July 2007 - 1% July 2008
Parameter Estimates Estimates Estimates Estimates
(p-value) # (p-value) ## (p-value) # (p-value) ##

MMEO where R, >0

:Bo 0.0352 (<.0001)* 0.0358 (<.0001)* 0.0450 (<.0001)* 0.0445 (<.0001)*

B 0.6468 (<.0001)* 0.4915 (<.0001)* 0.5346 (0.0006)* | 0.2676 (0.0082)*

B 5.4493 (0.0799) 10.1682 (0.0152)* 1.4433 (0.5745) 1.5037 (0.7250)
MMEU where R >0

By 0.0411 (<.0001)* 0.0385 (<.0001)* | 0.0532(<.0001)* | 0.0430 (<.0001)*

B -0.6405 (<.0001)* -0.6057 (<.0001)* | -0.7233 (<.0001)* | -0.5280 (<.0001)*

B 15.1782 (<.0001)* | 18.2479 (<.0001)* | 18.7647 (<.0001)* | 18.0368 (<.0001)*
MMEO where R <0

:Bo 0.0353 (<.0001)* 0.0344 (<.0001)* 0.0543 (<.0001)* 0.0461 (<.0001)*

B -0.8458 (<.0001)* | -0.4980 (<.0001)* | -0.4979 (0.0008)* | -0.4708 (<.0001)*

P -16.5644 (<.0001)* | -27.0667 (<.0001)* | -11.2251 (0.0021)* | -11.7262 (<.0001)*
MMEU where R <0

:30 0.0416 (<.0001)* 0.0391 (<.0001)* 0.0470 (<.0001)* 0.0412 (<.0001)*

b 1.1762 (<.0001)* 0.5823 (<.0001)* 0.1664 (0.3292) | 0.2392 (0.0238)*

B -0.1154 (0.9776) -15.9737 (0.0024)* | -3.7381(0.1662) | -13.4507 (0.0023)*

where symbols description as in Table 1

Source: as in Table 1

Different conclusions provide analysis performed separately for decreasing
and increasing periods in the market than those flowing from the results of

estimation MMEY, [MMEQ]= 4, + A[R| + AR + &
Results for bull market allow to reject hypothesis about existence of herding

in the market of candidate countries to Euro Zone. In periods characterized by
R, <0 models for both MMEO and MMEU and for both markers of market phases
indicate on herding presence in the analyzed market. This draws conclusions that

decreasing trend itself invokes anxiety and increases stress among investors and
thus increases probability that herd behavior appears in the stock market.

Furthermore, received differences in the results for periods characterized by R, <0
and R, >0 confirm theory of behavioral finance about different reaction of



Herd behavior in international market 25

investors for increasing and decreasing trends in the market and show that this
tendency is also noticeable on the aggregated level.

As in the first model (2), in most cases values of received estimators indicate
relatively stronger (as to absolute values) reaction of herd behavior measures on the
changes of weighted average of indexes returns of Euro Zone members than on
changes of American index returns.

To complete empirical analysis, short summary of models diagnostic need to
be added. All presented models are statistically significant (Pr > F: <.0001).
Adjusted R square belongs to interval: [0.0200, 0.4779] for models estimated for
pre crisis period and to: [0.0259, 0.3864] for crisis period. For both periods and
both market indicators the worst fitted linear models are. Slightly better is model
(3). Significantly the best fitted are nonlinear models estimated separately for

periods characterized by R, <0 and R, >0.

SUMMARY AND CONCLUSIONS

In the paper attemption to create better than known until now measure of
herd behavior on the basic of methodology of deviations from mean was made.
Theory proposed by Christie, Huang and Chang, Cheng, Khoran was developed for
alternative approach of average construction and deviation measure. Thanks to that,
it includes predispositions of investors behavior and becomes more close to reality.
Referring to literature, it seems that introduction of mentioned elements do not
affect significantly the obtained results. One of the reasons may be dilution (by
averaging) of the effect on aggregated level. For further methodology verification it
is recommended to use data with higher frequency.

Moreover, in the paper the problem of herding presence on the markets of
countries that would like to enter to Euro Zone in the period before economic crisis
(1t July 2006 - 1%t July 2007) and after it beginning (2™ July 2007 - 1% July 2008)
was analyzed. Received results do not allow to answer unambiguously for in the
introduction questions raised, however seem to be consistent with those described
in literature. Even then the models do not indicate on presence of herd tendency
among countries that would like to enter to Euro Zone unguestionably, but also do
not allow to reject this hypothesis. Also, it should be emphasized that any market
can not be fully free from herding effect — it with smaller or greater strength will be
reflected in aggregated market.

Obtained results suggest that dependence between the behavior of
countries that would like to enter Euro Zone and members of this international
community exists. If in the aggregated market imitation tendencies are present,
received results indicate that candidates to Euro Zone will copy the way of activity
not only in periods of higher uncertainty. Also, it should be emphasized that it is
more probable that countries that would like to enter to Euro Zone will be more
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sensitive to changes appearing in the markets of members of Euro Zone than to
those indicated by American index, which traditionally according to literature is
used as marker of market behavior. This outcome supports availability heuristic
defined in psychology. Also, this draws very important conclusion for modeling
behavior of candidate countries to Euro Zone markets. It can be expected that
important leading factors for countries that would like to enter this international
structure can be found in markets of members of Euro Zone. Furthermore, it
provides a clue for governments about directions in which information systems
should be developed to provide appropriate level of information for investors.
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Abstract: The steel and iron industry production is dedicatederve other
industries mainly. This makes the exercise of damfanecasting different
than for consumer goods. The common sense saysiehand fluctuations
are influenced by general economic soundness. famat wasmade to
address the question of improving forecast's aayutsy adding a business
cycle indicator as an input variable. The SARIMAXodel was applied.
Including a business climate indicator improved eisd performance,
however no co-integration is observed betweenweseries.

Keywords: demand forecasting, SARIMAX, business climatedattr

INTRODUCTION

Demand planning is a very important matter in comgs operations. It is
an integral part of goods manufacturing and distrdm process. Both excessive
production that cannot be sold and demand excequtduction levels — despite
having adequate production capabilities — are deathgeous. Estimation of
future demand for goods and services is also drutian determining resources
that are used in the production process.

Demand forecasting requires specific tools. Intaitpredictions may turn
out to be insufficient due to the number and comipleof influence factors.
A belief that the intuitive approach is more adegetous happens to win in some
cases as it is based on experience and familiaitty the industry. Not always is
this approach advisable as companies’ externat@mvient may be unstable.

A lot of attention was paid to demand forecasting the fast moving
consumer goods and energy industries where the afatahigh frequency are
analysed. In this article the focus is on iron atekl products. The industry is
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characterized by the following features: long pidn process, long planning
horizon, high value and weight of produced goodsis Tnakes the exercise of
demand forecasting different than for consumer gotrdn and steel products are
dedicated to serve other industries rather thanviohehl agents. The common
sense says that demand fluctuations are relategbrieral economic soundness.
Moreover, the price and quality of goods are believo impact demand to
a greater extent than individual preferences orhifems do. Political and
environmental factors are important as companiesl ne respect restrictions on
technologies in use, minimising the harmful impact the environment. This
results in low elasticity in adjusting to demanugictuations in a short-term as well
as in additional costs of technology improvemerdgmiand for the heavy industry
was analysed among others by [Rippe et al. 19168]lgdment and Briffaut 2010]
analyse demand volatility in the construction irtdpususing the French
construction cost index. To analyse demand in tm®naotive industry, [Klug
2011] employs the Monte Carlo simulation that coistrfor uncertainty when
measuring random demand levels.

The goal of this article is to verify if a demamatdcast for the iron and
steel industry in Poland can be improved by addinQusiness climate index.
Empirical analysis was carried out for a repregemaagent. The company is one
of the key players in this market. In SecticFACTORS SHAPING DEMAND ..."
the factors influencing demand levels in the iromd esteel industry as well as
sector’s characteristics are discussed. SectRESEARCH METHODS"describes
the research approach. In Secti@MPIRICAL ANALYSIS” the SARIMAX model
with a business climate indicator added as an inguable is applied to the sample
data. Results are compared with SARIMA. Secti@QONCLUDING REMARKS”
summarizes the main findings.

FACTORS SHAPING DEMAND IN THE STEEL AND IRON
INDUSTRY IN POLAND

The environment in which enterprises operate iatiel Demand levels are
impacted by many factors. Economic transformatioriPoland posed a challenge
for state-owned companies. In the 1990°s they badntiergo a long process of
restructuring to adjust to the new market condgiddowadays they need to obey
some political and environmental restrictions ooht®logies in use or accept
constraints imposed on production levels to redtroissions of greenhouse gases.
Infrastructural investments and the EU policiesnpoting renewable energy are
both an opportunity for the sector. The latter ges aninterest in wind
and nuclear energy or ship transport while the strguis a supplier of windmill
and ship engines components. At the same timeetttersis affected by constantly
increasing energy costs. Entrepreneurs face stommgpetition from Asia and
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Europe. Some unfair actions as dumping or taxesa#tht fraud on steel sales are
observed [Forbes 2013].

RESEARCH METHODS

General Considerations

[Cieslak et al. 1997] present an overview of forecastingthods and its
applications in the economic context. There aresi\statistical techniques that
can be used to build a forecast based on macroetonariables. Traditional
methods are criticised for basing solely on passeolmtions. It is justified
providing that the external environment is stabid austomers’ behaviour is not
a subject to significant changes. It is rarely ¢hse though. It would be advisable
to include some external factors that shape denfand.difficulty here would be
that they may not be easy to identify or their eateamains unknown. To address
that [Crane and Crotty 1967] use exponential smogthThe authors analyse past
trends in banking data. They measure the demandirfancial products using
outputs of exponential smoothing in a multiple esgion. They take benefit from
both approaches, building a prediction based orordesl data and other
explanatory variables. Alternatively, ARIMA desaibby [Box et al. 1994] can be
a foundation for the ARIMAX approach. ARIMA spee€i§ a relation between
a variable in the periotand its values in previous periods. In ARIMAX, #mer
time series is added as an input variable. Hen@lows for including a business
cycle indicator that provides with early informatimn agents” future activity.
[Durka and Pastorekova 2012] compare results of ARWMA ARIMAX to model
the GDP. In this case ARIMA turns out to be moreuaate than ARIMAX where
an unemployment rate is added as an input varigBielak 2010] compares
ARIMA and ARIMAX when forecasting unemployment. Add the economic
mood index improves model’s accuracy in terms afrerand information criteria.
The improvement is slight but applying the inder b& justified by its property to
signal changes in advance as well as by its stoamgelation with fluctuations
observed in the market.

Business Climate I ndicators

Macroeconomic indicators show trends in social ecmhomic development
of a country. In our model a leading or a busireissate index would be required
as they measure future activity. For price or pobidin indices this assumption is
not fulfilled as they reflect past values of a whie (i.e. how much was sold, at
what price). Moreover, prices may adjust in theglderm; therefore some trends
will be presented with adelay. Leading indices vghohanges in economic
performance a few months ahead of the GDP. Usieign iilm a model may increase
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the forecasting horizon as well as help obtainebgtarameters [Szeplewicz 2011].
A variable reflecting general economic conditioass/es the following purposes:

e Controls for the variability of factors influencinemand;

» Controls for performance of various sectors thacpase steel goods;

* Increases model’s reliability and extends the faséiog horizon;

« Allows for early identification of fluctuations owy to its leading properties.

A relevant indicator was sought for among those teasure the activity of
various industries. Both domestic and internatiodalabases were considered.
Given the nature of demand in the steel and irdiusiry, business climate index
for the processing industry published by the Cérfatistical Office (GUS -
Glowny Urzd Statystyczny) was selected for further resealtchefers to the
Polish market where the major part of transactiéms the sample data is
conducted. The indicator comprises of respondentg’ent assessment on: order
backlog, financial soundness, expected delaystthingepayments by contractors,
selling prices and employment. Such tests are safidyy used to diagnose
economic conditions in a short term and are disted as questionnaires [GUS
2013]. They should be considered as CEO’s subgcipimions. They enrich the
knowledge about markets. Subjectivity can be reggards a weakness but we
assume that predictions of entrepreneurs will @eslated into action, i.e. they will
be more prone to invest when economic conditioesfavourable. Selecting the
index for the processing industry is explained I tfact that it measures
performance of industries producing metals, metaddpcts, machinery and
equipment while the industry’s production is adskeesto entities operating in the
iron and steel or metallurgical industry. On thp td that, the indicator is easily
accessible and published with a monthly delayeftiaces subjective opinions of
experts in a company. That covers the question toade-off between statistical
methods and intuition when determining future detnéavels. We expect that
experts” assessment is based on monitoring su@taiods or tracking information
in trade magazines or through participation in érg@dirs. Business climate
indicators measure the condition of a number cfteel industries and may provide
additional information that an expert does not pessThere are some interesting
findings from [Franses and Legerstee 2013] who idensthe inclusion of
a variable reflecting opinions of people involvedsales and marketing activities.
They assume that the final forecast is a weighteetage of an expert’s and
model’s forecasts. Adding the variable did not iowerthe forecast significantly.
Its accuracy increased only in the event of an expaving very specific
knowledge.

In this sense adding the business climate indidat@ way to include an
average opinion of various agents acting in the katarinstead of CEOQO’s
predictions solely.
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EMPIRICAL ANALYSIS

Data Description

Demand level data of a Polish enterprise operaiinthe steel and iron
industry constitute a monthly time series for tleeiqgd 2004-2012. The company is
among the leading and mid-range 50 players of nldeistry. The chart presents
significant demand fluctuations (Figure 1). A des® can be observed in the
average demand levstarting from 2009. The production is purchasedéyeral
industries like metallurgy and machinery and tagdedt the Polish market mainly.

Figure 1. Monthly steel products sales of a sarapterprise in 2004 — 2012 (in tons)
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Source: author’s calculations

The seasonality test was carried out in Demefrae general evaluation of
the model is consideresbvere, which means that results of the seasonality check
cannot be trusted. In such instances it is advisegerify the series case by case
and modify parameters in the specifications windofvDemetra to improve
the quality of the adjustment if needed [GrudkowgKRA43]. There is a significant
drop in the demand level if we compare the peridd92- 2012 with 2004 - 2008.
Therefore the earlier observations may not be aglevBut a time series needs to
contain data for at least 5 years so that the piires used in Demetra can produce
a reliable outcome. Eventually an analysis is edriout for the period 1/2007 —
12/2012, which fulfils this requirement. The motleghs out to be of a good quality
and the analysis carried out in Demetra gives ddeece of seasonality. This

! Demetra - a software for seasonal adjustments.
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conclusion is based on the results of the F andsk&ieMWallis tests for stable
seasonality. For both tests the null hypothesisanf-seasonality is rejected with
value equal to 0.02 and 0.04 respectively. The myibothesis of the F test
assuming the lack of moving seasonality cannoefeetred withp value = 0.1. We
conclude on the stable seasonality of the narrdinesl series.

The Augmented Dickey-Fuller unit root test indicateon-stationarity of
the time series. The null hypothesis is not regateth p value equal to 0.84.
The same test carried out for variable’s firstatiénces rejects the null hypothesis
of non-stationarity, giving an evidence of thetfilegree integratiorp(= 0.003).

The SARIMAX mode

ARIMA (p,d,q) is first built for the period 2007 2012. It now has 72
observations, which is sufficient to apply the mlod&o find the optimal
parameters the ACF and PACF are examined. Basirtatrand on the results of
the unit root test, ARIMA (1,1,1) is chosen. Modétion of p and g does not
improve the model, indicating statistical insigo#ince of both parameters.
Residuals correlogram is generated showing auteletion at lag 10. We would
wish to find a better model. In the next step SARI,1,1)(0,1,1) is builtP, D,

Q parameters are chosen based on backward selediadole 1 presents the
specification of the model and information criteria

Table 1. The SARIMA (1,1,1)(0,1,1) model

Coefficient | Std. erron z p-value
phi_1 0.5090 0.1559 3.265 0.0011
theta_1 -0.9232 0.1169 -7.899  0.0000
Theta_1 | -0.9999 0.3033 -3.298  0.0010
Log-likelihood -564.937 | Akaike criterion| 1137.874

Schwarz criterion| 1146.981) Hannan-Quinn 1141.500

Source: author’s calculations

The SARIMA forecast is entirely based on past valughich calls for
a variable controlling for the future. The modekdmot provide with explanation
of demand volatility, except for seasonal influencdo address that, the
SARIMAX approach is introduced. The processing sidyu business climate
indicator is added as an input variable. It is sedsonally adjusted. The impact of
seasonal factors was examined in Demetra with RAMO/SEATS procedure.
The seasonally adjusted time series was producdx tosed in the model with
overall evaluation of the model defined as goode Pugmented Dickey-Fuller
unit root test indicates non-stationarity of theie® The null hypothesis is not
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rejected withp value = 0.61. The same test carried out for végiabfirst
differences rejects the null hypothesis of noniatatrity, giving an evidence of the
first degree integratiorp(= 0.03).

The starting point is the model with 12 lags foe ihdependent variable.
Backward selection is used to determine the loniggstThe lag order 4, 5 and 6
are significant and the lowest values of informatioiteria are observed for the lag
order 6, hence it is chosen solely. The Doornikg¢annormality test does not
allow for rejecting the null hypothesis that resitbuare multivariate normal with
p value equal to 0.50. Table 2 shows parametetseafiiodel. SARIMAX turns out
to be better when log-likelihood, Akaike and Harw@guinn criteria are compared.

Table 2. The SARIMAX (1,1,1)(0,1,1) model with bosss climate index

Coefficient | Std. erron z p-value
phi_1 0.4794 0.1060 4.524| 0.0000
pheta_1| -1.0000 0.0751 -13.32 0.0000
Theta_1| -0.9999 0.2944 -3.396  0.0007
index_6| -1.4273 0.6955 -2.052 0.0401
Log-likelihood -563.3111 | Akaike criterion| 1136.622

Schwarz criterion | 1148.006 Hannan-Quinn 1141.1p4

Source: author’s calculations

Co-integration between the two series was testethgushe Engle
and Granger approach [Engle and Granger 1987]. sSHmeple series shows no
evidence of co-integration with the business clariatlicator, therefore we cannot
conclude on their long-term relationship. This temiconfirmed by the Johansen
approach. For the Johansen test we fail to repechull hypothesis that there is no
co-integration vector witlp = 0.58 for the eigenvalue test gmet 0.66 for the trace
test. We expect such a result as due to a hightilitylaof market conditions.
Factors influencing demand change constantly whisés not allow for a long-
term relationship to prevail. This could be veufiwith longer time series, both are
relatively short however. There are two reasongHat: gathering information on
business climate indices is quite a recent actatyg it is not advisable to analyse
the company’s sales in the transition period, & 1890’s, as market conditions
were extremely different.

Results Comparison

Table 3 presents a comparison of forecast accureegsures for SARIMA
(1,1,1)(0,1,1) and SARIMAX (1,1,1)(0,1,1) with thleusiness climate
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indicator for the last 9 observations exclutleBetter ex post accuracy
measures are observed for SARIMAX. An improvemeoitnf SARIMA to
SARIMAX is slight but noticeable when comparing mearrors
and Theil's U which are lower for the latter.

Table 3 Ex post forecast accuracy measures

Forecast Evaluation Statistics | SARIMA | SARIMAX
Mean Error -204.95t 106.29t
Mean Squared Error 2.41e+005 2.08e+005
Root Mean Squared Error 491t 456.36
Mean Absolute Error 389.87t 338.14t
Mean Percentage Error -80.163 -21.52
Mean Absolute Percentage Error 100.13 75.04
Theil's U 0.84 0.70
- Bias Proportion, UM 0.50 0.17
- Regression Proportion, UR 0.36 0.59
- Disturbance Proportion, UD 0.14 0.24

Source: author’s calculations

Figure 2 presents forecasts based on SARIMA and ISAR 3. For
ARIMAX the accuracy of an interval forecast is ieased. The average confidence
interval set at the 95% level shrank by about 18#/8ARIMAX (Table 4).

Figure 2. Forecast demand in tons for the peri@@ 42 — 12/2012
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Source: author’s calculations

2 This number was chosen to build a forecast fdeast 10% of observation and to keep
enough cases in the learning set for the relatishlyrt sample time series. On the other
hand, the forecast must be for at least 6 monthadfor the company to be useful.

3 Forecast carried out in a continuous manner, withe-estimating model’'s parameters.
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Table 4. Comparison of SARIMA and SARIMAX averaggerval forecast

SARIMA | SARIMAX | % Difference
Average Confidence Interval Widt  2598.38 2254.22| 13.25%

Source: author’s calculations

The comparison of mean errors and the confideneevia reduction prove
that SARIMAX is a slightly better fit. Choosing SNRAX serves the purpose of
building a relatively simple model, but of a goagatity and with good predictive
properties.

CONCLUDING REMARKS

The achieved result and verification of SARIMA aBARIMAX quality
measures lead to the conclusion that the busiresate indicator can be a good
predictor of future demand levels. SARIMAX’ foretascuracy slightly improved
when compared to SARIMA. The indicator controls fgeneral economic
conditions in companies” external environment tleeeenot only is the forecast
based on past values but a component informing tatheu future is added. It
proves correct to forecast the demand for proddetficated for the metallurgy,
engineering and steel industry. As this is a bussinelimate indicator, it may
provide with a subjective evaluation, but we assuha entrepreneurs’ opinions
will be translated into action. As no co-integratizvith the analysed series is
observed, we cannot conclude on the long-termioalsttip.
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Abstract: In the kernel method, it is necessary to deterrttieevalue of the
smoothing parameter. Not without significance i ttact of using the
objectivity in the selection of this parameter andertain automation of the
selection procedure, which is important especifdtynovice users of kernel
methods in the process of statistical inferencethin paper some methods
of choice of the smoothing parameter are presewitd the results of the
simulation study that indicate these methods o&dilg the smoothing
parameter as handy tool when kernel methods arkingEonomic analyses.

Keywords: kernel method, smoothing parameter, Silvermanétical rule,
SiZer map

INTRODUCTION

Kernel method is widely used in the estimation prhaes of functional and
numerical characteristics as well as in the hyptheverification procedures
concerning, for example, symmetry, goodness-obfiindependence of random
variables.

In all mentioned procedures it is necessary terdehe the form of the
weighting function known as the kernel function atidé value of smoothing
parameter which specifies the amount of smoothinghe kernel method. The
parameters of kernel methods (kernel function andaghing parameter) greatly
influence the results of kernel methods.

In the case of kernel function basic attentiorpasd to the order of the
kernel function which is closely connected with thenber of vanishing moments
and the number of existing derivatives of unknalensity function [cf. Horova et
al. 2012].
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Classical kernel function, that is second ordercfiam, is unimodal and
symmetric around zero density function [Gajek, Kaka 1996], [Wand, Jones
1995], [Silverman 1996]. It satisfies the followiegnditions [cf. Domaski et al.
2014]:

IK(u)du =1, (1)
IuK(u)du =0, (2)
J'uzK(u)du:uz(K)>0. (3)
Gaussian kernel function:
1 )
Klu)=— : 4
W)=7re (@)
which is the kernel function with the conditiong-(8) is mostly used in practical

applications.
Kernel function of k-th order, wherek is even number, fulfils the
following:

+fK(u)oluzl, (5)
Tu'K(u)du:,ul(K):O for | =1...k-1, (6)
TukK(u)duzyk(K)io. (7)

A large variety of kernel functions are presentetiterature [e.g. Domski,
Pruska 2000].
For k = 2 andK(u) =0 kernel function is a density function. The kernel

estimator of density function with such kernel flioe is also the density. For
k >2 kernel function may be negative what can causeth®eadensity estimator
may be negative.
Let X;, X,,...,X,, be continuous random variables with density fuarctf .

In parametric approach we assume that observalielmsg to one of the known
density and the procedure of estimation means esiynation of parameters. In
nonparametric approach we can use e.g. histograkemiel Rosenblatt-Parzen
estimator:
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- 1, (X=X

f(xX)=—)>» K L, 8

(0= 3K 250 ®
where K(u) denotes kernel functiony is a smoothing parameter (bandwidth).

Smoothing parameter, depending on the number ofsdmplen, h=h(n):
{h(n)}, is a sequence of a non-random positive numbers.

CHOICE OF THE SMOOTHING PARAMETER

Choice of the smoothing parameter is a crucialeisauhe kernel inference
procedures. The subjective method is the simplesstiime consuming one. In the
case of density estimation, various kernel dersstymators with different values
of smoothing parameters are constructed and tmateder is chosen as the proper
one which is used to construct “the best” estimaldris method is simply the
judging by user's eye. Sometimes this method iatéxek as the pilot method of
choosing the smoothing parameter in more complicatethods of selection of
parameter. In the practical applications, not withsignificance is the fact of
existing the objectivity in the selection of the®rthing parameter and a certain
automation of the selection procedure, which isdrtgnt especially for novice
users of kernel methods in the process of staistiference.

Silverman’s rule of thumb is one of the mostly usdsjective method of
smoothing parameter choice. When asymptotic metegliated square error is

used as the measure of closeness of the estimfatdo the true density |,
smoothing parameter which minimize this measurd whie assumption that the
unknown density is normaN(O, 0’2)iS the following:

~ A
5

her =1060n 3, 9)

where o can be estimated by =

for ®™ standard normal quantile function.

Terrell and Scott maximal smoothing method useseugdmund for the
parameter calculated on the base of the asyroptwan integrated square error.
For specific value of scale, for example varianbé bound is attained by family

of beta distributions B(44) with variance o2 and it minimizesJ.(f @) (x))zdx.

—00
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The unknown I(f(z)(x))zdx is estimated by its upper bound. The smoothing

—00

parameter is the following:

[y

A

R(K) an 5 (10)

where: R(K) = fK(u)Zdu, 1(K) = fuzK(u)du.

—o00 —o00

Smoothing parameter selected by least squareseatidation is the following:

h ey =argminLSCV(h), (12)
hOH,,
where: LSV (h) = | f2(x)dx - 2 %Z (X)) and
S i=1

(%)= (n_ll)hiK(xi ;xj)

J#I

Smoothing parameter in the biased cross-validati@thod of selection
has the form:

Recy = argmin BCV (h), (12)
where BCV(h)= % ( gK)j ( ) and

R1E)== 23, (ke ok)x - x,).

In plug-in methods the pilot estimator with initisinoothing parameter is
plugged in the formula of mean integrated squarar ein this way the estimates of
the unknown quantities are used. Smoothing pa&mhets the form:

1

“ R(k) 5 _1
h,, = = ns, 13
(uS(K)R £ ] )
-X ). . . .
where R( )———ZL ( ‘j is the estimator with the kernel function
n gl =1

L and smoothing parameter, whereL and g may be different fronK andh.
In the iterative method the smoothing parameténesollowing:
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he = argmin AMISE(h), (14)

where AMISE(h) is the suitable estimator of asymptotic mean irgegt square
error.

SIZER MAP

SiZer map is another method of assessing the $iimgoparameter, quite
different from methods mentioned earlier. It présenot only one value of
smoothing parameter used in kernel density estimdiut the range of values. It is
a graphical device which shows different structwesurves with different levels
of smoothing. In this way it is possible to indEaignificant features of estimator
with respect to smoothing parameter used in thetcaction of density estimator.

SiZer map is used in the situation where we aerésted in assessing the
estimator of density function, especially whichdbmaximums are true and which
are false ones. It is a very good method to sepa@ise from the signal.

The family of kernel estimators for different vatuof smoothing parameter
[cf. Baszczyiska 2014]:

{fh (X) : h U [hﬂin ' hmax]} (15)
are constructed, whetie,,, = 2B, Bis the binwidth,h_., = X1« = Xiin -

All estimators in the family (15) are constructedthwGaussian kernel
function for which number of points where derivativis zero decreases
monotonically when the values of smoothing paramstbigger.

A density estimator has derivatives equal to 0 aings of minimum,
maximum and points of inflection. Before a pointnoihimum (maximum) the sign

o CAmEWR(X) . . . -
of the derivativ Pee is positive (or negative), and after it, the dative is
X

negative (or positive). It is possible to ident#tructure of the estimator by zero
crossings of the th order of the derivative.

The hypothesis, verified in SiZer map, are theofwlhg [Chaudhuri, Marron
1999]:

o E(f (x)
Hy™ =0
0 axm ' (16)
and
hx.0"E fh(x)
H"": #0. (17)

ox™
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The SiZer map is constructed in the following waw: the horizontal axis,
values ofx are presented and on the vertical there are vabfiesmoothing
parameters. Different coloured regions are presenttiere each colour has the

special meaning. The following colour code is uddde region means tha‘Ath(x)
is significantly increasing; red regions lfA-h(x) is decreasing; purple regions —
fh (x) is not significantly increasing or decreasing;ygregions mean that the data

are too sparse to make statements about the s@mit of increasing or decreasing
of density estimator.

SIMULATION STUDY

A simulation study was conducted to indicate sorthe properties of the
kernel density estimator, particularly the depemderof the density kernel
estimation results on the parameters of the kemmethod (kernel function and
smoothing parameter) and, additionally, on the siz¢he sample. Seven sets of
observations were regarded in the study:

1. random sample generated from population of nbrdistribution N(O,l);
n=10.

2. random sample generated from population of nbrdastribution N(O,l);
n=30.

3. random sample generated from population of nbrdastribution N(O,l);
n=100.

4. random sample generated from population withsigrof a mixture of two
normal distributionsN(O,l) and N(lO,l) with equal weights;n=10.

5. random sample generated from population withsitherof a mixture of two
normal distributionsN(01) and N(101) with equal weights;n=30.

6. random sample generated from population withsitherof a mixture of two
normal distributionsN(O,l) and N(lO,l) with equal weights;n=100.

7. 107 observations of the futures contract of gpffier units of carbon dioxide
(CO2) in USD per tonne (current price from 2.012@4 30.05.2014). Source of
the data is the following: http://finanse.wp.pl/oagnia-surowce-online.html.

In this way, different (small, medium and large)nher of observations and
in addition unimodal populations (sets (1)-(3)) dichodal populations (sets (4)-
(6)) were taken into account.

For all sets of observations the kernel densitymegbrs were calculated
with various kernel functions (e.g. classical késneGaussian, Epanechnikov,
uniform, quartic, triangular and kernel functionfshigher order) and smoothing
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parameter chosen in various way. The methods ofosthg the smoothing
parameter were the following: Silverman'’s rule bfimmb SRT, Terrell and Scott
maximal smoothing method MSTS, least squares cralidation method LSCV,
biased cross-validation BCV, direct plug-in mettifell, iterated method ITE.

The implementation of regarded methods was donegusoftware with
functions and toolboxes in Matlab (e.g. http://meiini.cz/english/science-and-
research/developed-software/232-matlab-toolbox;html
http://www.unc.edu/~marron/marron_software.html).

Values of smoothing parameters in kernel densitymasion, calculated
for all regarded sets of observations with Gausg&imel function are presented
in Table 1.

Table 1. Values of smoothing parameter in kernakdg estimation with Gaussian kernel

function

Observations Method of smoothing parameter selection
SRT MSTS | LSCV BCV DPI ITE

r|\11=((:)LC?L) 0.72008 0.777641.0504 1.5487 | 0.78788 1.176¢4
r,\]]:(g%) 0.60328 | 0.651510.7187 | 0.90829 0.72125 0.74501
r;r(éolc)) 0.35267 | 0.380860.44758 | 0.4378 | 0.47666 0.41665
n=10
N(0,1) and (10,1) 3.6576 3.9500| 1.4854| 7.8638 2.8882 6.3832
n=30 i
N(0,1) and (10,1) 2.6542 2.8664| 0.6933 5.7036 2.0929 0.87573
n=100 |
N(0,1) and (10,1) 2.0755 2.2414| 0.5058% 4.459 1.6562 0.54419
2.01.14-30.05.14 Ctprice |0.21279 | 0.2298| 0.02650R.21587| 0.26041 0.18841

Source: own calculations

Comparing results of the kernel density estimatidos samples from
unimodal and bimodal populations gave the conciu#iiat in this second case the
smoothing parameters are bigger. While the paramaetrols the amount of
smoothing, the issue of global or local smoothisgameter should be regarded.
When a bandwidth is local, the amount of smoothiagies at each location.
Around the modes the smoothing parameter shoulsiraler while in the tail of
a distribution one can use much smoothing.

When biased cross-validation is used, the smoothargmeters for all sets
of observations are bigger than in other methodsrafothing parameter selection.
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It can be noticed that in most cases, the biggerstmple is, the bigger
parameter is used in density estimation.

For the data of COprice, the values are rather similar with exceptis
LSCV method (assuming independence of the obsensti Similar results were
obtained for other kernel functions.

To deepen the analysis of kernel density estimatimmiuding the
significance of the sample size in the proceduresstimation, for all sets of
observations kernel density estimators were caledlaigures 1-3 present kernel
density estimator where Gaussian kernel functioth @itverman’s rule of thumb
were used for small and big sample sizes and feemfations of the futures
contract of price for units of carbon dioxide.

Figure 1. Kernel density estimator (Gaussian Keumection, Silverman'’s rule of thumb),
data from unimodal populations a) n=10; b) n=100

a) b)
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Figure 2. Kernel density estimator (Gaussian Keumection, Silverman'’s rule of thumb),
data from bimodal populations c¢) n=10; d) n=100
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Figure 3. Kernel density estimator (Gaussian Keftnection, Silverman’s rule of thumb),
data of the futures contract of price for unitcafbon dioxide
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In the case of unimodal distribution, kernel denséstimator is also
unimodal, even for small sample. But bigger vasismoothing parameter should
be used in this process of density estimation. gthaller size of the sample, the
bigger smoothing parameter is used (cf. Table 1hekvVsample is chosen from
bimodal distribution, only big sample ensures diedimodal density estimator,
with smaller value of smoothing parameter.

Kernel density estimator for data of the futurestcact of price for units of
carbon dioxide indicates asymmetry and unimodaldly the distribution.
Additionally, for this set of observation the Sizaap was used. Figure 4 presents
this SiZer map.

Figure 4. SiZer map, data of the futures contragrrice for units of carbon dioxide
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In Sizer map wide range of values of smoothingapaater is considered.
For small values of smoothing parameter it is ingiue to determine which
maximums are true and which are false (for valyggcuapproximately 0.0316,

log,o(h) =—-15, grey region is observed). It means that the Kedensity

estimator is undersmoothed. For values of smootpargmeter bigger than 0.1 it
is easy to inference that kernel estimator is p@sior negative (blue regions and
red regions). This result is consistent with poergi result about values of
smoothing parameter (cf. Table 1). The bigger valilemoothing parameter, the
more smooth the estimator is.

SUMMARY

Value of smoothing parameter in kernel densitynesior is an issue of
great importance. For users of kernel methods,very important that they can use
some objective and automatic way of finding “thetbealue of this parameter in
practical applications. This condition is fulfilldy methods mentioned above with
the help of specialised software. The presentedltees encourage not only
scientists but also unexperienced users to apmynthBut deeper analysis of
“optimal” choice of smoothing parameter and keffaekction is necessary in future
research.
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Abstract: Politicians try to reach targets that usually cadict. It leads to lack

of optimal long-term equilibrium.

The main target should be the maximal growth r&t&®P and other targets should
remain within predetermined limits. Politicians shbinfluence relations between
every two targets.

Empirical study of relations between unemploymerd &DP growth rates is done
for every OECD country basing on quarterly data 26ryears. According to the
results of the investigation countries are put Iistoategic groups”. Paper ends with
preliminary proposals for economic policy makers.

Keywords: economic policy targets, long-term equilibriumku®'s law,
OECD countries, GDP growth rate, unemployment rate

INTRODUCTION

The aim of the overall macro-economic policy is set a specific
combination of individual targets. Depending on $iiteation in the economy in a
given period there are, usually at the same timeekample: growth rate of GDP
higher than a certain figure, level of the unempiewnt rate lower than a specified
figure, inflation rate lower than a given valuesawed level of exchange rate,
sustainability of public finances. They almost afwaare at least partly
contradictory. Striving to achieve them at the same time leada long run to
political instability?, especially in times of economic crides

1 Although for example, higher economic growth isgmlly associated with a lower level
of unemployment, the two phenomena are accompdnyidnigher inflation and the
stability of domestic prices usually interfere witte stability of the exchange rate.

2 A classic example of such a situation was theapsk of the centrally planned economies,
where the aim was to optimise the objectives oifviddal economic policies. Of course,
the collapse was caused by the whole convolutiaeadons and mentioned above was
not the only important.
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The solution of this problem is probably palpabieuitively by most
of economic policymakers. It boils down to deterenthe maximum GDP growth
rate that enables the fastest possible improvenerke standards of living of the
citizens of the countfywhile maintaining the levels of other objectivehin the
predetermined limits. The way to achieve this diijecis to make respective
changes of the relationships within every pair pkafied economic policy
targetSs. Therefore the relationships between every two cifipd targets
of economic policy for the given economy shouldehdier determined.

In the paper there are discussed the results artipérical verification of the
modified Okun’s law, namely of the relationshipsvieen unemployment rates
and the GDP growth ratesThere is, obviously, a large number of other einal
research studies directed at verification of then®k law. The comparison of the
received results with the figures provided by othethors is, however, somewhat
difficult because of the different analytical forned functions used in the
respective studies. In general one can say, howdvatr in the presented study
there is an expected sign of relationship betwessmployment rate and GDP
growth one only in case of 13 out of 33 analysegntges and the slope varies
from -1.3 to -0.1 (1% increase of unemployment reaeses decrease of GDP
growth rate from 0.8% to 10.0%).

The results of the analysis are then used to lbilge maps of “strategic
groups” of the analysed countries. Every map isetbasn two criteria: one
associated with the level of unemployment and gwoid based on the levels of
GDP. Analyses of these maps provide formulatiomiifal recommendations for
economic policy makers of the relevant countries.

Further research will encompass empirical and #tea long-term
equilibrium points for individual countries and tiuer recommendations for
economic policy makers of the individual countries.

3 Social unrests in Spain during the last economgischave been a striking example of
such an instability.

4 This statement is different from the one represegtinty eg. P. A. Samuelson and W. D.
Nordhaus who claim that the respective aim shoalthi assumed level of inflation rate.
See: Samuelson and Nordhaus (2004).

5 For discussion of this issue see, for instancasBizuk (2014a) and Btaszczuk (2014b).

6 The relationship between the levels of inflatiovd ainemployment rates virtually for the

same group of countries and in virtually the sarmeqga have been presented to the IV

Nationwide Scientific Conference in Poznan, PolandApril 25, 2014 [Blaszczuk D. J.

(2014a)] and between rates of inflation and GDPmgnorates, also for a similar group of

countries and for a similar period, were presentedthe Ill International Scientific

Conference in Lodz, Poland on June 10, 2014 [Biagz®. J. (2014b)].

7 A comprehensive list of such studies is given,fistance, in R. Durech, A. Minea, L. T.

Mustea, L. Slusna (2014).

8 Expected and unexpected results have been alsiveddy other authors, for instance, P.

Klimczyk, G. Wronowska (2010).
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ASSUMPTIONS OF THE INVESTIGATION, STATISTICAL DATA
SOURCES AND RESEARCH METHOD

Assumptions apply to the subject, scope and pesfothe investigation.
According to the statements given in the introductihe subject of this research is
the relationship between unemployment rates andgtbeth rates of GDP in
selected countries. The research was assumed ¢ ahvOECD countries in the
period 1990Q1-2013Q4, so during the past two Jisgtarsiness cycles.

Additionally, in order to obtain comparable resuitsvas assumed that the
data on the harmonised unemployment rate (HUR)tlaadate of GDP would be
taken from the OECD statistical sources. Howevextadon the harmonized
unemployment rafefor 13 countrie¥ are available for shorter periods, and
sometimes even much shorter ones than assumed. ddoxeover, data on GDP
growth rate¥ are not available for Greece and for 20 other tms¥ are
available for shorter periods, sometimes much shdrom the assumed above.
Unfortunately, these periods usually do not complh the periods for which data
are available on HUR. On top of that, due to tlok laf other equally reliable data,
in the investigation it has been ignored that,dme cases, onlgstimated figures
were available, and in other there were changesiaf collection methodéreak).

Having regard to these considerations, the studyhefrelation between
HUR and GDP growth rates was made for 33 countrid®e number of
observations for vast majority of these countriesenabove 68 (see column 4 of
table 1).

Next it has been assumed that the GDP growth rateaoh country
separatelyrji:(GDP)] can be expressed as a logarithmic function wathséant and
respective hyperbolic one of the levels of its hamsed unemployment rate
(HURy):

Fi(GDP) = broj + br4j (In HURy) + &' 1)
Fii(GDP) = By + by (1/HURy) + & 2
where: j=1, 2, ..., 33 — country number and t 2,1..., t' — quarter number.

% Harmonised unemployment rate: all persons, sefig@uiusted,
http://stats.oecd.org/index.aspx?DatasetCode=KE W2 2014].

10 Namely for Austria, Czech Republic, Estonia, GammaGreece, Hungary, Iceland,
Israel, Poland, Slovak Republic, Slovenia, Switnedland Turkey.

11 Gross domestic product - expenditure approachwtiraate compared to previous
quarter, seasonally adjusted, http://stats.oecMB@S/index.aspx [28 Apr 2014].

12 Namely for: Belgium, Chile, Czech Republic, DenkjaEstonia, Finland, Germany,
Hungary, Iceland, Ireland, Israel, Japan, LuxemypBoland, Portugal, Slovak Republic,
Slovenia, Spain, Sweden and Turkey.

13 Exceptions are: Chile (43), Iceland (44), Ireld88), Switzerland (16) and Turkey (36).
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Lastly it has been assumed that OLS method maysed for estimation of
every of the 33 + 33 = 66 equations taking intocaot, inter alia, that functions
(1) and (2) are linear after appropriate transfaions.

RESULTS OF THE INVESTIGATION

The results of the research are partially in acoecd with expectations.
Above all, do not dismay relatively low, and someds even very low, values of
R? because dispersions of points on the vast majofitiie 33 charts do not allow
to assume in advance any trends (see Annex 1).

Therefore, the estimates of the structural paramgtethe logarithmic
models of 15 countriésare clearly irrelevant statistically (t stat{p< 1.00). On
the other hand estimates of constant are cleadleirant statistically (t stat () <
1.00) in 14 cases, however sometimes for diffecenntrie$® (see columns 6 and
8 in Annex 2).

Slightly better results in this respect has beetainobd in case of the
hyperbolic models (see 10 and 12 columns of AnneNamely, from the above
given list of countries with clearly statisticallgrelevant estimates of structural
parameters have disappeared Korea and the Unitag&im, and from the list of
countries with clearly statistically irrelevant iestites of constant have disappeared
as many as 11 countri€sbut 5 new popped up on it.

It is worth noticing that, in general, the typefohction does not affect the
statistical significance of estimates of the sualt parameters while it is not
exactly true in case of estimates of constant

Surprising is, however, a significant convergentdath theoretical lines
practically for all countries (see Annex 1), despite fact that the values of the
independent variable are clearly (and for some wmeby far) different from
unity®®. This is connected with a high negative corretabbetween estimates of the
structural parameters of both functions (see Fidjre

14 Australia, Canada, Chile, Denmark, Estonia, Geyntsnael, Japan, Korea, New
Zealand, Poland, Slovakia, Slovenia, Turkey and.thiged Kingdom.

15 From the list disappeared: Israel, Korea, New &@ied| Poland and the United Kingdom
and appeared on it: Austria, the Netherlands, Nyraval Sweden.

16 All except for Estonia, Japan and Turkey.

17 Namely: Iceland, Luxembourg, Mexico, the Unitechifdlom and the United States.

18 They are statistically significant in case of bathctions for Czech Republic, Finland,
France, Hungary and Portugal and almost for Belgidmthe other hand they are
statistically relevant in case of hyperbolic funa only for Australia, the Netherlands,
New Zealand, Norway, Poland, Sweden and Switzerdamtlalmost for Austria, and in
case of logarithmic models only for Ireland, Koreaxembourg, Mexico, Spain and the
United States and almost for the United Kingdom.

19 For prove of this statement see, for instanceatuyski (1971).
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In this context, it should be noted that theoréticees are compatible with
the expected regardless of the type of functioly onthe case of twelve countries
(Hungary, Iceland, Ireland, Israel, Korea, Luxembourg, Mexicd?ortugal,
Spain, Turkey, the United Kingdom and the United Statbs]} only in the case of
countries highlighted in bold letters the estimatésstructural coefficients are
statistically significarff. In addition, relevant economically are estimadéshe
structural parameters in case of logarithmic mottel®oland and Slovenia.

Figure 1. Values of'ig; and B'y;
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Source: own computations

At the same time, “strategic groups” of countries de clearly noted, at
least for three pairs of the criteria:

a) angle of the (linear) theoretical line r(GDP)S[{GDP)"/(6[HUR]} and the
variability of HUR (the difference between the kasgand the smallest values)
that is the average change of GDP growth rater athehanged, related to the
1 p. p. change in the unemployment rate;

b) the average level of GDP growth rat®([6DP)], taking into account the sign of
the first derivative of the theoretical curve, dhd variation of HUR, as well as

c) the average level of GDP growth rate, taking intooaint the sign of the first
derivative of the theoretical curve, and the averagel of HUR [f(HUR)].

According to the first pair of criteria, countriemn be divided, as was
mentioned earlier, into two mega-groups (see Figrenamely the group of
countries with:

20 By the way it should be noted that three of themcépt for Hungary) belong to the so
called GIPSI group subject to huge problems duttireglast economic crisis.
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a) a negative first derivative, where the relationshipetween the levels of
unemployment and the rate of GDP levels are inrdecwe with the Okun’s
law and

b) a positive first derivative, where these relatiopshare not in accordance with
the Okun’s law.

Within the first group covering 13 countries one @hstinguish countries
with medium (4.2 - 6.2 p. p.) and very large (11.48.3 p. p.) variations of
unemployment rates. On the other hand in the segoup one can see countries
with small (1.5 - 2.6), medium (3.6 - 7.7) and véasge (10.6 - 14.1) variations of
these rates. The examined countries can also beéedivaccording to the angle
(both negative and positive) into three groups, elgmcountries with large,
medium and small sIopé%.Next, combining these two criteria, the examined
countries can be divided into nine “strategic gsiugee Annex 3).

Figure 2. Values of the slope of the linear thaéoa¢tines r(GDP)"and the ranges of HUR
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The first “group” consists of countries with medismzed areas of variation
of HUR and theoretical line negative slopes:
a) small: United States, Israel, Slovenia, Turkey,déand United Kingdom;
b) medium: Hungary and Mexico;
c) big: Iceland and Luxembourg.
To this group belong also countries with vast atdd$UR variation and:
a) an average negative theoretical line slopes: Icetard Portugal and
b) small negative theoretical line slope — Spain angatas the only one, a one-
element “group”.

21 On the Figure 2 one can also easily notice theeegl inverse relationship between a
range of variation of the HUR and the slope ofttteoretical line.
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On the other hand small positive slope of the thical line (0.00 - 0.06)

have countries with HUR variation:
a) very vast: Estonia, Poland and Slovak Republic and
b) medium: Canada, Chile, New Zealand, Australia, DaniriGermany and ltaly.

The last two “strategic groups” according to thiéecia in question consist
of countries with small or medium ranges of vaaatof HUR and positive slopes
of the theoretical lines:

a) medium (0.10 — 0.18): Japan, Austria, France, Belgithe Netherlands,
Sweden, Finland, Norway and
b) big: Czech Republic (0.25) and Switzerland (0.36).

Use of the second pair of criteria required comipartiaof the average levels
of GDP growth rates, f{GDP)]. However, as one can see in the Annex 1.esom
extreme, especially negative, GDP growth ratesifsigntly deviated from the
respective values directly adjacent to them. Inwié this, also the revised average
values of GDP growth rates;*[{GDP)] have been computed where GDP growth
rates significantly varying from the values dirgctdjacent to them were not
included. In total, there were excluded slightlyed 5.5% of the all observations,
namely: 95 negative values for all 33 countries d@8dpositive values for 25
countries. As a result, the adjusted value of tieelimm GDP growth rates are, on
the whole, slightly higher than their uncorrectedmterparts (see Figure 3).

Figure 3. Values of ranges of HUR and unadjustetaajusted average GDP growth rates
of OECD countries
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As one can see on the Figure 3, the OECD countdes be classified
according to the average (unadjusted and adjukteels of GDP growth rates into
five classes, namely: countries with a very lowy,lonedium, high and very high
levels of this indicator.
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Combining the average GDP rate levels and the mapnfi¢tHUR variation,
and taking into account the sign of the first dative of linear theoretical line, the
OECD countries can be divided into nine “strategroups”, of which three
(Luxembourg, Chile and Korea) are one-element fgaex 4).

In the case of the uncorrected average GDP grostdsrin the first mega-
group are four “strategic groups” consisting of toentries with:

a) very large volatilities of unemployment rates aod [(Portugal) and medium
average GDP growth rates (Spain and Ireland);

b) medium volatility of unemployment rates and mediamerage GDP growth
rates (United States, Mexico, Iceland, United Kimgg Hungary and Slovenia);

¢) medium volatility of unemployment rates and higlermge GDP growth rates
(Luxembourg, Israel and Turkey) and

d) medium volatility of unemployment rates and a vieigh average GDP growth
rate (Korea).

On the other hand in the second mega-group thersiar'strategic groups”
consisting respectively of countries with:

a) very small volatilities of unemployment rates amavI|(Japan) and medium
levels of the average growth rate of GDP (Switzetland Austria);

b) small volatilities of unemployment rates and lovel@um, France and Finland)
and medium levels of the average growth rate of G{@Rnada, The
Netherlands, Norway, Sweden and Czech Repubilic);

¢) small volatilities of unemployment rates and highidl of the average growth
rate of GDP (Chile);

d) medium volatilities of unemployment rates and véow (ltaly) and low
(Denmark and Germany) levels of the average groatthof GDP;

e) medium volatilities of unemployment rates and madi(New Zealand) and
high (Australia) levels of the average growth @it&DP;

f) high volatilities of unemployment rates and highells of the average growth
rate of GDP (Slovak Republic, Poland and Estonia).

The results in case of the adjusted average GDWtlgrates are basically
similar, taking into account, of course, changegheair ranges and the overall
increase in their levels (due to the predominantenissed negative values).
However, Israel and Turkey on one hand and Polanid Slovakia on the other
have changed their positions within the framewarskgheir “strategic groups”,
while Mexico and Estonia “improved” their positigmsoving to the next “strategic
groups™ relative to the levels of the average dlovates of GDP. As a result,
Mexico (as well as Israel and Turkey) joined Luxewmity and Estonia has become
one-element group.

As already mentioned the last pair of the analyseéigria constitute the
average levels of GDP and average levels of ungm@at?, (HUR"). According

22 |n the case of unemployment rates there is noestentake into account the adjusted
average rates, because the relative differencesebatadjusted and unadjusted rates are
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to the average levels of unemployment the analgsedtries can be divided into
five classes, namely: countries with a very lowt3, low (3.84 — 4,67), medium-
5,98 6,91), high (7,64-10,27) and very high (1315333) levels of this indicator
(see Figure 4). In this context it is worth notitlgat the changes both of the
average as well as of the adjusted average GDPtlgnates do not depend upon
the changes of the average rates of unemployfent

Combining these two criteria, the analysed OECDntes can be divided
into ten “strategic groups”. Among them there i$yamne one-element group (see
Annex 5).

Figure 4. Values of the average unemployment @ateélsunadjusted and adjusted average
GDP growth rates of OECD countries
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Source: own computations

A class for everyone is Korea that has a very lagdrage growth rate of
GDP and a very low level of the average unemploymate. Slightly lower levels
of the average GDP growth rates had also Chilelaral, but at high average
rates of unemployment, as well as Estonia, PolawndTairkey that had very high
levels of unemployment rates.

High levels of average GDP growth rates were acceonag by small,
medium and very high levels of unemployment in Lmkeurg, Australia,
Slovakia, respectively.

negligible (only in two cases these differenceseexkcthe level of 3% (for Spain, the
difference is about 3.3%, and for Turkey it is appr4.5%).

2 For example, assuming a linear relationship, @seeof HUR by 1 p. p. is associated
with an about 0.01 p. p. increase fif@GDP) (R = 0.01) and an about 0.02 p. p. increase
in r¥"(GDP) (R2 = 0.03).
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On the other hand, the average levels of the GDRtyrrates corresponded

to the different average interest levels of unemyplent:

a) low: Switzerland, Austria, the Netherlands, Norwiggland and Mexico;

b) medium: United Kingdom, The Czech Republic, Sloaernhe United States
and New Zealand,;

¢) high: Hungary, Sweden, Ireland and Canada and

d) very high: Spain.

Several countries have low levels of the averag® @®wth rates. In Japan
it was accompanied by low, in Denmark by medium anéGermany, Belgium,
France, Portugal and Finland by high average ureynm@nt rates.

Very low average growth rate of GDP accompaniedablgigh level the
average unemployment rate was reached by lItaly.

Unfortunately, it is difficult to distinguish otheriteria, except for the above
given formal ones, for the classification of thdiindual countries to the given and
not to the other “strategic group”. In other wordsis difficult to determine the
common substantive features that have the countiassified to the given
“strategic group”.

It should be noted, however, that in the same “gsbwr in very close
proximity on all three “maps” there are, for exampl

a) Australia and New Zealand;

b) Austria, Switzerland, the Netherlands and Norway;

¢) Belgium, France and Finland;

d) Estonia, Poland and Slovak Repubilic;

e) Spain, Ireland, Portugal and Hungary;

f) Israel and Turkey;

g) Luxembourg, Iceland and Mexico;

h) Slovenia and Hungary and United Kingdom, United&stand Mexico;
i) Iltaly, Germany, Denmark and Belgium.

In most of the above cases one can trace to, iti@udo the above-
mentioned formal criteria also economic, politiggpgraphical, historical or other
conditions effecting in “likeness” of countries s$ified into the same “strategic
group” or neighbouring ones. Analysis, both of “Barities” according to different
criteria of the countries classified to the samgategic group”, as well as the
differences between them, as well as of the diffees between the various
“strategic groups” will be carried out in the nesr&uture. It should contribute to
the implementation of the mentioned in the secaagraph of this paper, main
aim of the whole research study, i.e. formulatisep@rately for each country) of
the accurate recommendations with respect to trextdhn of movement of the
experiential long-term equilibrium point towardsethoptimal” one, or in other
words of the mid-term and final recommendations fimacro-economic policy
makers of the individual countries.
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PRELIMINARY RECOMMENDATIONS FOR THE ECONOMIC
POLICYMAKERS

Recommendations for the economic (and social) patiekers that can be
derived on the basis of the results of the aboseudised research study are limited
because of the assumptions and the research methodell as because of the
availability of the statistical data. Namely, thaffected the levels of statistical
measures of the results of the survey and, finathg classification of individual
countries into the relevant “strategic groups”.

Nevertheless, a thorough analysis of the valuessefy of the classification
criteria in relation to the countries included hetrespective “strategic groups”
allows to make the following preliminary recommetiolas™:

1. Switzerland, Czech Republic, Norway, Belgium, AisstrFinland, France,
Sweden, the Netherlands, Japan, ltaly, EstonialeCkBermany, Denmark,
Australia, Slovakia, New Zealand and Canada, a$ agepossibly Poland and
Slovenia should determine:

a) list factors affecting relationships between thesls of unemployment and
the growth rates of GDP;

b) the relationships between these factors and theeshad location of the
Okun’s curve;

c) list of actions that will result in changes in tebape (the slope) and
location of the Okun'’s curve.

2. the United Kingdom, Korea, Turkey, Israel, the dditStates and possibly
Spain and also Poland and Slovenia should determine
a) list of factors influencing volatility of the unedgyment rates;

b) the relationships between these factors and vityatif the unemployment
rates;

c) list of actions that would result in the reductioh this volatility, and
simultaneously, the change in shape (increaseeoslitpe) and location of
the Okun’s curve.

3. all countries, perhaps with the exception for Keoreaxembourg, Mexico,
Norway, Switzerland, Austria, Japan, Iceland and tltetherlands should
determine:

a) list of factors influencing unemployment rates;

b) the relationships between these factors and ungmelot rates;

c) list of actions that would result in reduction betunemployment rates, and
simultaneously change of the position of the (lomgdrand the shape of the
Okun’s curve.

24 The orders of listing the countries in this andthe next point indicate the scale and
perhaps the urgency of respective actions andirid ffoint countries are appearing in the
reverse order.
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These recommendations are preliminary. Some moretailet
recommendations for macroeconomic policymakersefréspective countries will
be formulated after solution, for every country aepely, of the equation (5), as
indicated in paragraph 3 of this paper and conataers, separately for every
country, on the location of the “optimal” long teequilibrium point.
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Okun’s law in OECD countries in 1990 — 2013

Annex 1. Empirical and theoretical (logarithmicalid lines, hiperbolic — broken lines) values d&E§P) (verical axis) and empirical

values of HUR (horizontal axis) in OECD countried990Q1 — 201304
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Annex 2. Results of estimation

Observations r(GNP) =f(In(HUR) r(GNP) =f(1/HUR)

No Country from T by, t Stat Bo t Stat B t Stat Bo; t Stat
1| Australia (AU) Q1-1990 96 018§ 081 0419 094 1204 078 0,0643,80

2 | Austria (A) Q1-1993 84 0697 1,14 0527 0,59 99,| 1,15 1189 1,94
3| Belgium (B) Q2-1995 75 1371 225 2448 1,99 211 | 231 1821 2098
4| Canada (CA) Q1-1990 96 0,045 0.4 0476 061 4D 0,15 0,625 159
5 | Chile (CHI) Q2-2003 43 0383 037 0328 0,5 388 035 1484 141
6 | Czech Republic (CZ2) Q2-1996 7] 1449 31P -2,1912,46 7895 287 1,776 411
7 | Denmark (DE) Q2-1991 91l 0356 0.78 0,260 0.3 282 092 0775 166
8 | Estonia (EST) Q1-1997 68 0632 084 0354 020 4788| 082 4,788 082
9 [ Finland (SF) Q2-1990 95 147 3,77 2,770 3.27 0,407 | 3,85 1619 4,70
10 | France (F) Q1-1990 96 1197 263 2431 2.4 AT®| 2,67 1494 349
11_| Germany (G) Q2-1995 91 0342 091 0479 o4 702|086 0662 162
12| Hungary (H) Q1-1996 72 1,465 3,68 3539 4.2] 523| 3,75 0,991 241
13_| Iceland (IC) Q1-2003 44 1571 1,59 2802 186 426 151 1,086 0,01
14| Ireland (IR) Q2-2000 55 1,178 2.73 2809 3.28 9233 | 2,99 0,985 1,74
15| Israel (IS) Q2-1995 75 0431 0,74 1872 155 912 065 0604 101
16 | ltaly (M) Q1-1990 96 0579 146 1107 1,26 0% | 1,47 0739 188
17_| Japan (J) Q2-1994 79 0335 04 0,469 0,26 761j0 0,38 0472 0,69
18| Korea (K) Q1-1990 96 0412 0,89 1,769 3.1 203 141 0,568 1,08
19| Luxembourg (1) Q2-1995 75 1,108 1,74 2270 267 3371 162 0,145 022
20| Mexico (M) Q1-1990 96 0538 117 1392 225 580 1,20 0,112 023
21_| Netherlands (NE) Q1-1990 9¢ 0495 189 -0,252_630, 2113|195 0979 3.8
22| New Zealand (N2) Q1-1990 96 0,006 0,04 0655 01,3 -0,321] 0,20 0,720 254
23| Norway (N) Q1-1990 96 0,83f 1,99 0,555 0,9 443, 2,04 1503 3,29
24| Poland (PL) Q1-1997 68 20,032 0,09 1,098 1.2b 858 0,20 1089 292
25 | Portugal (PT) Q1-1996 72 0,947 361 2281 410 7,059| 3,40 0,631 2,16
26| Slovak Repubiic (SL) Q1-1998 64 0414 036 8,19 0,06 -6,728] 042 1386 123
27 | Slovenia (SV) Q1-1996 72 0,094 0,13 0,802 056 -1,478] 031 0848 115
28| Spain (ES) Q2-1995 75 0849 4,71 2,885 5068 Jom| 432 0,338 161
29 | Sweden (S) Q2-1993 83 0811 136 0,980 0,41 85%| 1,34 1448 242
30 | Switzerland (CH) Q1-2010 16 1,928 2,04 2,328 701, 8,013 _ 2,00 2,354 249
31| Turkey (TQ) Q1-2005 36 0537 018 2,300 034 355, 018 0522 016
32| United Kingdom (UK) Q1-1990 96 0256 084 0,998 1,72 2131 1,06 0,184 058
33| United States (US) Q1-1990 9% 04M8 1,76 1,4153,08 2,787] 181 0133 048

Source: own computations
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Annex 3. Map of “strategic groups” of OECD counsriccording to the slope of the linear theoretioal between the GDP growth rate and HUR and HURatian areas
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Legend: a) The yearly slo@gfr(GDP)]J/)[HUR)] = 0.25 p. p. is evidently lower than estimated byfMPrachovny and even by A. B. Abel and B. S. Beke.

Annex 4. Map of “strategic groups” of OECD courgriaccording to the range of variation of unemployhaand the average (unadjusted and adj@tiesrels of GDP growth rates
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Legend: a) countries classified according to adpligtdex to other group than according to the ursidfl one are marked by the sign ".
Annex 5. Map of “strategic groups” of OECD counsriccording to the levels ¢f(GDP) and ¥'(GDP) and HUR
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Abstract Consumer's behaviour in the market is a widelydistl and
analysed problem. Complexity of social, economicd gmsychological
determinants that influence consumer's decisiorcga® is a reason for
multilevel and multi-factor approaches to analyse problem. Therefore the
aim of this paper is to describe application ofgpaetric regression model for
the effectiveness of advertising. The study descrils based on a survey
covering 550 consumers of dairy product, all of ager 15 and living in one
of the nine biggest Polish agglomerations. Builtdels were examined and
verified statistically. Obtained results clearlyoshthat the approach chosen
to describe AIDA model is an appropriate method doalysing impact of
advertisement on consumer's decision making process

Keywords: regression, consumer's decision making processrtsing,
AIDA model

INTRODUCTION

Advertisement is the basic form of the company’mecwnication with the
market. It is the information connected with the rgpasive message.
Advertisement not only informs the consumers albloeitgoods and services, but it
also aims to persuade them to purchase the adegods or to use the specified
services [Kotler 2005]. The impact of advertisementthe consumers’ purchase
decisions is complex and difficult to describe ifi.fWhat is particularly difficult
is the analysis of the impact of the consumers’isil@e-making process on the
effectiveness of advertising. Literature resear8wijtkowska, Berger 2001,
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Szwacka-Salmonowicz 2003] confirms that this isssigpoorly researched in

relation to individual product groups. No indicatiof the direct relevance of the
shape of the process in advertisement creatiorkes/ds limited use in practice.

This is due to the descriptive nature of the denisnaking process, and thus the
difficulty in identifying its relationship with theffectiveness of the advertisement
[Maison, 2007].

Studies on the influence of advertisement on thasd®-making process
resulted in many models. One of them is the AlDaded developed by L. Strong.
This model assumes the hierarchical and cause fiect émpact stages of the
advertisement on a consumer. The model assumemtbath subsequent step the
number of recipients of advertisement is reduceari Howard 1990]. Widely
known in the theory, the model is not practicdlence rarely in use. Selected
works [Gharibi et all, 2012] show that AIDA modsluseful in the effectiveness of
advertising researéh

During the decision-making process it is possibbe distinguish the
following stages [Engel, Blackwell, Kollat 1968]: rgblem recognition,
information search, evaluation of alternatives,islen implementation, resigning
from the purchase, post-purchase processes angyatase evaluation. Some
authors limit the role of the advertisement onlyhe stage of making people aware
of the need and raising interest [Mazurek-topsica 2003]. However, most of the
respondents agree on the existence of a differesdnng and effect of the
advertisement in particular stages of the decisiaking process [Lodziana—
Grabowska 1996, Jachnis 2007]. It seems that tipeoppately selected set of
features and elements of the advertisement may drawampact both at the time of
the formation of the need to purchase and durimgcdbnsideration of available
possibilities to meet this need or after the pusehdn addition, it seems that the
effectiveness of the advertisement message isreiffedepending on the current
consumer's stage of making the purchase decision.

From the advertiser’'s point of view, the adverisat should be directly
addressed to the current consumer's stage. Ingeaittis not always feasible. It is
also impossible to identify groups of consumersipasthrough various stages. On
the other hand, the impact on all stages wouldiredwge financial investments,
and the results of the studies [Lodziana-Grabow$R86, Pociecha, 1996] do not
clearly indicate which advertisement stages mayehhe greatest efficiency. The
extraction of these stages would allow the adwarient impact only on these
stages of the decision-making process which areitapt from the sender’s point
of view. Such an action would permit to minimisee thncurred financial
expenditures, as well as to actively enhance apgress individual stages through
the marketing communication. The effect of suchoactvould therefore be the
creation of such advertisement which strengtheassthges of great importance,

Y In marketing, the effectiveness of advertisingedined as the degree of advertisement of
goal achievement [Bendixen 1993].
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and weakens the stages of low importance for theertider. Therefore, it is
reasonable to conduct research in this field.

MATERIALS AND METHODS

The aim of this study was to analyse the impact sigdificance of the
advertisement in shaping the consumers’ behaviouthe example of the dairy
market. To verify that goal the dairy products dreided into two categories:
traditional products (e.g. butter, milk well knowie the market) and new
generation products (e.g. dessert or dairy drinksy to the market), In the next
step of the research, consumers' reaction wasatsuined.

The study covered dairy products’ consumers aged 5, who declare
intake of at least, one of the tested sub-categbairy products (traditional or
new generation) and have access to different foohsadvertisement. The
advertisement accessibility increases with the tethe city. Hence, the
respondents for the study were selected in 9 Poliss.

Results were collected using two different surve@se of the surveys
contained questions concerning the advertisemempact described in the AIDA
model. The second one included a list of statemaesgsribed in the Likert scale,
which determine the intensity of occurrence of tfaious stages of making
a purchasing decision. Each stage is tested sepamatd qualification for the
various stages were decided through the analysiswétion from the average
results for the different stages of decision makiracess.

The data was collected by using the CAWI method &3@ questionnaires
were obtained during the study. During the initidhta analysis, some
guestionnaires were rejected on the basis of ds¢atlaanup from vague, arbitrary
and contradictory information. Finally, 550 survey$e analysis was performed
using the parametric regression methods. The SR&R grograms were used for
the study.

In order to determine the pattern of consumerstochon the dairy market,
the answers were averaged (obtained in the scdlex)ffrom statements attributed
to particular stages. The results were considesaddependent variables for each
consumer's individual phases In order to deterntive stages of the greatest
importance for the effectiveness of the advertiggmihe regression model was
built. The weighed AIDA indek was adopted as a dependent variable. The

2 The article uses the studies' results includediérthesis of one of the article's authors (avasldiit

not published). It is held in accordance with thewnLon Copyright and Related Rights Act of 4
February 1994, published in OJ 1994 No. 24, ite&. Bhe contribution of the two authors of the
article equals 50%.

3 The dependent variable was defined in the modelseaadvertisement effectiveness. It is expressed
by the weighed mean developed based on the themrefiIDA model. The attention was
operationalized by the declaration of absorbingeaiisement of dairy products, the interest — as the
declaration of increased interest as a result efativertisement, the desire to purchase — as the
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averaged values of the answers for subsequentssiaigéhe decision-making
process were adopted as the independent variaklegel, Blackwell, Kollat
1968)]. The defined decision making stages are:blpm recognition (I),
information search (ll). evaluation of alternativ@l), decision implementation
(IV), resigning from the purchase (V), post-puraasocesses (VI). post-purchase
evaluation (VII).

RESULTS

The relationship of advertising and decision-makingn the dairy market

Model 1. determining the impact of the stages o tlecision-making
process on the growth of the advertisement effen®gs of dairy products adopted
the linear form. Details of the estimation are praed in table 1.

Tablel.Results of estimation of model 1.

Non-standardized| Standardized
coefficients coefficients D
t Statistic value
B Standard Beta
error

Constans -0,046 0,043 -1,071 0,285
Stage Il Information Search 0,166 0,018 0,405 9,374,000
Stage Il Evaluation of 0,034 | 0,008 -0,170 4,453 0,000
Alternatives
IStage IV Decision 0,036 | 0,014 0,109 2523| 0,012
mplementation

Source: own calculations

Model 1. explains 22% of the variable variance AIlIRZz 0,224,
RS= 0,220). In addition, based on the analysis ohboeasures the validity of the
reference to the model's results can be confirmetheé whole population from
which the test sample cafmneThe value of theF-Snedecor statistics
(Fass6= 52,517 which allows to reject the hypothesis of the zewdue of
coefficients § (HO: 1= p2= 0). Such result proves the correctness of the
estimated model. In the further part of the analybe correctness of the model

positive attitude towards the advertisement, antbac- through the declaration of purchase under
the influence of the advertisement. This way torapenalize the AIDA variable was not used so far
in the literature, and it represents an innovativ¢éhors' approach. This part of the study with the
detailed description was presented in the paperdgian, Chrzanowska 2014].

4 The difference below 0,01 between R2 and Rs2 meanmtidom sampling and the possibility to

generalise the model results on the populationdF2905).

5 pvalue < 2,2e-16.
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was verified through the additional analysis ofidess. Detailed results are given
in figure 1. All regression coefficients with thediependent variables in the
presented model are statistically significant. Tideanalysis of variance model is
presented in table 2.

From the advertisement effectiveness point of vidwere appeared three
major purchase processes in the constructed mddblg 1.). The most important
of them, which has the highest standardised reigressefficient Beta, is the stage
of information search about the product. Anothepadmant stage refers to the
circumstances of the purchase decision. Both omtheceived the positive
coefficient, which means that the increase in theuoence of these stages in
consumers' behaviour which causes the advertisegfiectiveness increase. Thus,
the impact and formation of the advertisement casitjpm which strengthens the
occurrence of these stages causes greater effeesiveof the advertisement. In
turn, the occurrence of the stage of choice ofadtitves weakens the effectiveness
of the advertisement (negative standardised Bet#ficient), so the sender’s goal
should be to persuade the consumers to resigngroguct comparison.

Figure 1. Residual analysis (Cook's distance)

Model 1. (all dairy products) Model 2. (traditiorddiry products)
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Table 2. Analysis of variance model 1 for dairyguwots

obserwations

P e eaw =" .‘gﬁ .
o - I .
|l g st PR S

Sum of squares df mean F . p value
square Statistics
Regression 7,161 3 2,387 52,517 0,000
Rest 24,815 547 0,045
Total 31,975 550

Source: own calculations

Comparing the obtained results to the actual natfitbe decision-making process on the
dairy product market, it can be stated that it seeeasonable to lower the stage of the
assessment of alternatives, which is actually ofesefor the given market. It seems that
due to the stated high degree of the post-purclesduation, highlighting in the

advertisement differences between the competingymts may bring about unnecessary
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consumer’s interest in other available brands.uhm,tthe absence of stages: information
search and the purchase decisions, prevents the actquisition of new clients through
their attainment, among others, to press advergs¢minternet advertisement or
promotions in the sale locations. Supporting indbgertisement communication the active
search for information thus causes the increasedweértisement effectiveness, that is the
increase in purchase. What is also interestinghs ¢omparison of values of the
standardized Beta coefficients, which shows that ¢slrongest effect (in terms of the
absolute value) is found in the stage of informatearch, and the weakest — the decision
to purchase. This information may suggest the péssdivision of means in the
advertisement budget.

It seems that the impact on other stages, alreayirgy in the decision-
making process (problem recognition and post-puwehavaluation), is irrelevant
from the point of view of the effect on the sizetbeir purchases. This would
suggest, therefore, that these stages occur anatvaei and investing funds in their
support is not advisable.

The relationship of advertising and decision-makingprocess in the market
of traditional products

The linear regression model specifying the impaahaividual stages of the
decision-making process on the increase of thetfémess of the traditional dairy
product advertisement (model 2.) also adopted timeat form. Detailed
information is provided in table 3.

Table 3. Results of estimation of model 2.

Non-standardized Standardized
coefficients coefficients
t Statistic| p value
Standard Beta
4 error
const -0,067| 0,059 -1,131 0,259
Stage Il Information Search| 0,207| 0,023 0,480 8,856 0,000
Stage Il Evaluation of .0,031| 0,011 0,149 2,744 | 0,006
Alternatives

Source: own calculations

Model 2 explains more than 22% of the variance hef variable AIDA
(R*=0.227,R? = 0.221). The additional diagnosis confirming tierectness of
the model was shown in figure®.1Regression coefficients with independent
variables are statistically significant. The fulhadysis of variance model is
presented in Table 4. The value of F-Snedecosstaif, 27> = 39,922) allows to
reject the hypothesis of zeBeta coefficients with significancp value = 6.28e-16.

5 For more details about outliers see Cook (1982).
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Table 4. Analysis of variance model 2 for tradiibproducts

Sum of squares df mean F : p value
square Statistics
Regression 3,605 2 1,803 39,922 0,000
Rest 12,281 272 0,045
Total 15,886 274

Source: own calculations

In case of traditional products a very simplifiedctsion-making process
was observed, limited to the feeling of the neettuorence of post-purchase
processes and post-purchase evaluation. In coropaigh the results obtained for
this model, it can be concluded that the possiffieces on the purchase by the
structure of the advertisement based on the deemiking process are also
simplified. They are limited to the advertisemesti@ns supporting the active
search for information about the product and nahitithg the assessment of the
competing products. Post-purchase evaluation dfttoaal products is in fact very
common, so the possible change of the brand magecawpermanent change of
buying habits.

Table 5. Results of estimation of model 3.

Non-standardized Standardized
coefficients coefficients
t Statistic | p value
Standard
B error Beta
const -0,161| 0,087 -1,844 0,066
Stage Il Information Search| 0,135| 0,025 0,345 5,418 0,000
Stage Il Evaluation of | 4637|0011 | -0185 | -3443 | 0,001
Alternatives
Stage VI Post-purchase | 4 5441 (18 0,134 2440 | 0,015
processes
Stage 1V Decision 0,044| 0,021 0,130 2,008 | 0,037
Implementation

Source: own calculations

The relationship of advertising and decision-makingrocess in the product
market of new generation

The linear regression model (model 3.) presentsdém@endency between
individual stages of the decision-making processl dhe increase of the
advertisement effectiveness of the new generatimgyzts. The results of the
estimation are shown in Table 5.
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Model 3. explains more than 23% of the variableiarare AIDA R =
0,234,R? = 0,223). The regression coefficients with all ipeledent variables in
the presented model are statistically importanthenlevel of p < 0,05. With the
additional diagnostics (figure 2), it allows to éiom the correctness of the model.
The full analysis of the variance is shown in tablé he value of th&-Snedecor
statistics Fs270 = 20,664) means the ability to reject the hypothediout the zero
value of the Beta coefficients ¢H31 = > = 0) with the significance p = 7,17e-15.

Figure 2. Residual analysis for model 3.

22uelsIp 5400

Source: own elaboration

Table 6. Analysis of variance of model 3 for thevrgeeneration products

Sum of squareg df mean F : p value
square Statistics
Regression 3,763 4 0,941 20,664 0,000
Rest 12,290 270 0,046
Total 16,053 274

Source: own calculations

Compared with model 1. (for all dairy products) tnedel limited to the
new generation products (model 3.) is enriched whin stage of post-purchase
processes. This stage is important from the adennt effectiveness point of
view. Based on the analysis of the model’s coeffits it can be concluded that the
relationship between searching for information,islea to purchase and post-
purchase evaluation is positive, and the impactthese stages are caused by the
increase of the advertisement effectiveness. As dbeurrence of choice of
alternatives phase weakens the advertisement igéfeess (negative value of the
coefficient with the variable), the aim of the adimement’s sender should be to
urge the consumers to resign from this stage.

In case of new generation products, the decisiokingaprocess is more
elongated than in case of traditional productsr{@del 3. it has an additional phase
of the post-purchase evaluation). The resultstigr $tage indicate that there is a
need to communicate in the advertisement the postipse evaluation of the same
brand, as the loyalty level on the new generatimdgpct market is lower than in
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case of other dairy products. In addition, thigets less stable — its level depends
on the marketing communication.

Active actions encouraging consumers to rejectcdscious analysis of
brands and post-purchase evaluation may be basédeoconsumer’s emotional
attachment to the given brand. It is important voke in the advertisement the
positive attitude and close relation of the consutoghe advertised product while
using the recommended formation of the mood thraugkic. In comparison with
the model recommendation towards supporting theckdar information and the
purchase decision, it is worth noting that the ref advertisement actions in this
market should be more intense and multifaceteds T&i made available by
numerous recommended and advised advertisementimeaand perhaps also the
non-standard forms of promotion which were notudeld in the study, and which
may explain the additional part of the observedati@mn of the AIDA rate. As new
generation products are more diverse, and as illtsedrom the previously
presented results, consumers approach their prchase emotionally.

CONCLUSIONS

The need to differentiate the advertisement actamt®rding to the product
category in the dairy market was indirectly confiain the regression models. In
case of traditional dairy products, it seems effecto conduct such advertising
activities which encourage the consumer to actigelgrch for information about
the product, and at the same time weaken his ondexi to compare the advertised
product to others available on the market. Suchometappear to be more
important than making the consumers aware of tlesl te purchase products or
encouraging them to post-purchase evaluation. diitiad to supporting consumers
in their search for information and discouraging #malysis of the brands available
on the market, it seems reasonable to strengtleenltbady existing loyalty post-
purchase evaluation and inducing in the consuneethotional attachment to the
brand. Such activities allow to increase the eiffeciess of advertising actions in
case of products such as yoghurts or dairy desserts
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Abstract: Economies of scale in household consumption gédigenccur as
aresult of joint consumption of public goods. Indéer to analyze this
phenomenon expenditure shares on housing, which bmarntreated as
a representative of the public good, and expersitshares on food
- representing private goods - are examined. Tkee wsed in this study come
from the Eurostat database and cover the periodeest 2004 and 2012.
Estimation of panel data models reveals that aelahgp in food shares in
post-communist countries was mainly due to risinggehold incomes. It is
also found that an increase in housing shares fiested by the rising price
of housing relative to other consumer prices in Etgcountries. Reducing
differences in the considered components of experstructures make use
in EU common equivalence scale in 2012 more redderan in 2004.

Keywords: economies of scales, households, the EU counp@®| data,

INTRODUCTION

People live in households of different size and position. Taking into
account their consumption behaviour one can dtadé,in order to attain the same
standard of living two individuals living togethgenerally require less money than
two individuals living single. The reduction is nptoportional because they
benefit from economies of scales due to the josdre consumption. For example,
sharing the accommodation, heating and so on afortépgenerates economies of
scale. In order to take into account economiescafes in comparison of well-
being across households of different sizes and oeitipns the so-called
equivalence scales are usually applied. They mayntepreted as parameters
informing how much money more/less a household givan type needs to reach
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the well-being of a household of another type [6z2004]. A wide range of
equivalence scales exist, many of which are desdribh [Buhmann et al. 1988;
Schréder 2004; Dudek 2011]. The choice of a pddicequivalence scale depends
on assumptionabout economies of scale in consumption as wealhasssessments
of the needs of different individuals such as ceidand adults. To the most
commonly used scales belong the so called OECRscghe original OECD scale
(also called 70/50 scale or ‘Oxford scale’) wasoremended in the 1980s for
possible use in countries which had not establighett own equivalence scale.
This assigns a weight of 1 to the first househoddnier, of 0.7 to each additional
adult and of 0.5 to each child. The Statisticali€affof the European Union
(Eurostat) adopted in the late 1990s the so-cadelCD-modified’ equivalence
scale. This scale(also called 50/30 scale) states that the firstitashould be
assigned a weight of one, subsequent adults argnedsa weight of 0.5 and
children 0.3. It should be mentioned that with #lteession of 10 new countries to
the European Union in 2004 some experts reportednatequacy of using a
common scale for all Member States [Dennis, Guig42®zulc 2004]. Reported
concerns were related to differences in the cowspBcific structures
of consumption expenditure.

Households consume a variety of goods, which cabrbadly classified as
public and private goods. Economies of scale arerggéed by the presence of
household public goods [Perali 2003]. Such goods le& consumed jointly by
several individuals within the household where #agisfaction derived by one
person does not reduce that obtained by arfotimethe opposite to a public good,
a private good is defined if it cannot be sharedamrsumed jointly by more than
one person [Dunbar, Lewbel, Pendakur 2013]. Ifgalbds are private, cost of
living rises in proportion to the number of peoptethe household, while if all
goods are public, such costs are unaffected bysthe of households. This
arguments support the intuitive notion that, inywppoor economies with a high
share of the budget devoted to food (which is atreasirely private) the scope for
economies of scale is likely to be small. In otbettings where housing (which has
a large public component) is important, economiescale are likely to be larger
[Deaton, Zaidi 2002].

The economies of scales depend on the proportigrublic versus private
goods in the household. This proportion can vargrdime and across countries.
Therefore, there is a need for empirical researethesit this phenomenon. They
allow for a deeper insight into the issue of ecoiesnof scale in the EU household
consumption.

1 OECD-modified equivalence scale was first propdsgtiaagenars et 411994].

2 In reality many goods are partly shared, e.g., aoraobile may be used by a single
household member part of the time, and by multiplembers at other times [Dunbar,
Lewbel, Pendakur 2013].
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In the paper country-level analysis using Eurod&abase is undertaken. In
order to study such a complex phenomenon as ecesashiscale the expenditure
shares on food (representing private goods) anéxpenditure shares on housing
(representing public goods) are considered. To ghbeential determinants of
households behaviour belong: incomes, demographéracteristics and price
indices [Deaton, Muellbauer 1980; Rusnak 2007]. dbjective of this study is an
empirical verification of influence of these factoon households expenditure
shares on food and housing.

DATA

The data for the analysis are taken from the Ewmopdnion statistics office
— Eurostat. They are the shares of expenditureftereht goods in the household
final consumption expenditure. In Eurostat datab&seisehold consumption
expenditures are broken down into twelve main caieg by a system known as
COICOP classification. In the paper we focus on the patage of total spending
that households in each Member State dedicatedcto @& two items. The first one
relates to food and non-alcoholic beverages anddgbend one — to housing, water,
electricity, gas and other fuels. In short, we dail$ ratio ‘the food share’ and ‘the
housing share’ respectivélyFor the analysis the panel data analysis is uSeach
data refer to data containing time series obsematof a number of individuals. In
our analysis the time span covered is from 20@Dt2 and the study encompasses
the 27 EU Member States.

The analysis includes the following Member Staté@sistria, Belgium,
Denmark, Finland, France, Germany, Greece, Ireldtady, Luxembourg, the
Netherlands, Portugal, Spain, Sweden, the Unitaty#m, Cyprus, the Czech
Republic, Estonia, Hungary, Latvia, Lithuania, MalPoland, Slovakia, Slovenia,
Bulgaria and Romania. The first 15 of the aboventaes (shortly named EU-15)
formed the EU before 2004, the subsequent 12 adesntrainly from Central and
Eastern Europe (CEEC) joined in 2004 and in 2007.

As potential determinants of the expenditure shéolswing variables are
taken into account:

« median of equivaliséchet income in PPS (Purchasing Power Standard),

e average household size,

« annual average price indices with the base perna2DD4: index for food and
non-alcoholic beverages, index for housing, waddectricity, gas and other
fuels; index for all items HICP (Harmonised Indé>xGmnsumer Prices).

3 COICOP stands for Classification of Individual Gamption by Purpose.
4 Both shares relate to the spending at current pase% of total household consumption

expenditure.
550/30 equivalence scale was applied.
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There are some gaps in the Eurostat dataset, alpemincerning Bulgaria,
Greece, Lithuania and Romania. In such cases missilnes were interpolated
using linear trend.

METHODS

Using panel data on the EU countries we specififaiiewing equation:
Y =@ +X Pty t+& (1)

where vy is dependent variable,

Xit — row vector of the time-varying explanatory vatés,

i indexes country andindexes yeatr,

o — intercept

B — column vector of slope parameters,

ui — is an individual country-specific effécti ~11D(0, 0u), i=1, 2,...N,

&it — idiosyncratic error terei~11D(0, o.), i=1, 2,...N, t=1, 2,...T.

The idiosyncratic error terma; is assumed to be uncorrelated with the
explanatory variables and with the individual caoyurdpecific effect. The
assumptions about; help to determine what kind of panel model shobéd
estimated. In the absence of the individual effsmbled OLS estimator can be
applied.

The fundamental distinction is between models randmd fixed effects
(shortly named RE and FE respectively). The keysi@ration in choosing
between these approaches is whetheand x;; are uncorrelated which is an
assumption of the RE model [Wooldridge 2002]. T&t this assumption Hausman
specification test is applied. Since FE is conaistghenu; andx;; are correlated,
but RE is inconsistent, a statistically significagifference is interpreted as
evidence against the random effects assumptiothelfnull hypothesis that the
individual effects are uncorrelated with the othegressors is rejected, a fixed
effect model is usually favoured by applied resears over its random
counterpaft

6 We can think ofy as representing the effects of all the time irastrivariables that have
not been included in the model.
" In panel data regression the error temp=u, +&, consists of two components: an

‘unobserved heterogeneity’ componenand an ‘idiosyncratic’ componeat denoting the
remainder disturbance [Balta2@05].

8 1t should be noted that the differences in theneaties of fixed effects and random effects
models in finite samples can originate from différeources, therefore results of Hausman
test should be interpreted with caution. For exanpE estimator may also be inconsistent
due dependence of time-varying explanatory varghled idiosyncratic error term (see for
example [Ahn, Low 1996]).
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Fixed effects are compared with pooled OLS regoasbi the F test, while
random effects are examined by Breusch and Pagan(lt¥ test). If the null
hypothesis is not rejected in either tetite pooled OLS regression is favoured.

RESULTS

There were great disparities in patterns of housishexpenditures across
countries and time. Housing, water, electricitys,gather fuels were amongst the
most important consumption items for the majorifyEdJ households in years
2004-2012. In many countries shares of the budgettdd to them exceed 20%
and in almost all countries they increased durirgggderiod in question, as Figure 1
shows.

Figure 1. Housing shares in 2004 and 2012 (% af totpenditures)
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Source own elaboration based on Eurostat data

Country codes: AT: Austria; BE: Belgium; BG: Bulgaria; CZ: the €zh Republic; DK:
Denmark; DE: Germany; EE: Estonia; IE: Ireland; Elreece; ES: Spain; FR: France; IT:
Italy; CY: Cyprus; LV: Latvia; LT: Lithuania; LU: uxembourg; HU: Hungary; MT:
Malta; NL: the Netherlands; PL: Poland; PT: Portud®O: Romania; Sl: Slovenia; SK:
Slovakia; Fl: Finland; SE: Sweden; UK: the Unitesh¢g@dom.

Countries with high shares of expenditures on hapgiere not only affluent
countries of Western and Northern Europe but alsgam post-communist
countries such as the Czech Republic, Slovakiaar@plRomania and Latvia. At
the opposite pole, especially at the beginning ha& period in question, were
mainly countries of Southern Europe such as MdMartugal, Cyprus, Spain,
Greece and Slovenia.

° The null hyphothesis in Breusch-Pagan test iswhaances of individual effects are zero.
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Other significant components of expenditure weredfand non-alcoholic
beverages. There were significant differences acimuntries and time with
respect to them. For example, in 2004 the averagsédholds in Romania devoted
more than 30% of total consumption to food, whildhe most affluent countries,
such as Luxembourg and the United Kingdom, the ameeifood shares did not
exceed 10% in 2012. This is illustrated in Figure 2

Figure 2. Food shares in 2004 and 2012 (% of tatpénditures)
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Source own elaboration based on Eurostat data

Figure 2 highlights a few important facts. It shibube noted that the
countries of Central and Eastern Europe generagntsa higher proportion on
food and non-alcoholic beverages than the ‘old’ B&mber States. During the
period 2004-2012 the decrease in the share oféapdnditures could be observed
in almost all EU countries. Among the EU-15 cowgdrithese changes are minor,
while in the CEEC — more dynamic. Turning to anlgsia of country-specific
data, one can observe that the southern countres a&s Portugal, Spain, Greece
and Italy exhibited higher food shares then otHé+lb countries.

The drop of the expenditure shares of food (reptésg private goods) and
growth of the expenditure shares of housing (regmsg public goods) indicate
increasing economies of scale in household consampMoreover, as it was
proved in [Dudek 2014], the growth rates of these expenditure shares are
inversely correlated with their appropriate initlalels. It means that during the
period 2004-2012 the ‘catching up’ process in fledd fof economy scale took
place. It was also found that standard deviatidrfead shares and housing shares
decreased during the period in question (from ®/@ent points in 2004 to 4.6 in
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2012 and from 4.1 percent points in 2004 to 3.2002, respectively). This means
a reduction of differences in the behaviour of lehudd consumption. The above
results give rise to the conclusion that the usthefcommon equivalence scale in
the EU was more reasonable in 2012 than in 2004.

The main objective of this study is identificatiaaf determinants of
households expenditure shares on food and housiagy models with different
sets of explanatory variables are estimiteselection of the final models is based
on information criteria. Table 1 shows the panéhesion results for the countries
analyzed. The results of the tests are also repottethe second column we
indicate the results using as dependent variatdefdbd share; the third column
refers to the housing share as dependent variable.

Table 1. Results of estimation of panel data mo@gls

Variables and statistics Food shares Housing shares
Log of income*d -2.70 (0.33) *** -

Ratio of price indices for food and 3.54 (1.67) ** -

for all items

Ratio of price indices for housing - 10.26 (0.84)***
and for all items

Constant 13.41 (1.62)*** 10.04 (0.75)***
R? 0.98 0.95

F test 397.91*** 164.82***

LM test (Breusch and Pagan test) 819.76 *** 187F
Hausman test 45.46 *** 5.46 **

Source: own calculations.
Standard errors in parenthesemdicates statistical significance at 0.1, *@05, and ***
at 0.01, dis a dummy variable is that equals 1 if for CEE & otherwise.

We first test whether or not the panel estimat®prieferred to the pooled
OLS estimation. Usual F and LM tests confirm thaspecification considering
individual effects is more appropriate. As can eersfrom Table 1, the FE model
is probably a better specification than RE, siteeHausman test is significant. As
a consequence of this, in table 1 only fixed effecbdel estimates are presented.

Incomes are found to have a significantly negagiffect on food shares only
for Central and Eastern Europe countries. It mesémmphasized that in almost all
EU countries a huge growth of households’ equiedlimcomes was observed in
time in questiol. However, increment of incomes in the EU-15 did have a
significant impact on food shares. Therefore, Ergel, according to which an
increased income leads to a reduced proportionncbne spent on food, is

19t was found that the basic demographic charatigsis household size - was almost
time-invariant variable, and thus it was excluded.

1 This situation also applies to the Baltic countrighere after 2009 there was drop such
incomes.
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confirmed only for the poorer countries of the Bihich were the CEEC. Since
the logarithm of income is included as an explaryateariable, it denotes a

decreasing marginal decline in food shares witpeesto an increase in incomes
in those countries. As it was expected, a ratiprafe indices for food and for all

consumed items has a positive effect. It shoulddteced, however, that changes
in this area were rather small in the years 2004228s Figure 3 shows.

Figure 3. The average values of ratios of pricécieslin all the EU countries
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Source: own elaboration based on Eurostat data

Similarly to food shares, it was found that theioraif price indices for
housing and for all consumed items has a positne significant effect on the
housing share. Except Bulgaria, this ratio wastgrethan unity in all periods and
countries. It was increasing in 2004-2012, as firesented in Figure 3, causing an
increase in housing shares. The ‘new’ Member Statese countries with a
particularly high growth of housing prices relativéo all consumer items, except
Poland and Slovakia, where the increase was maderat

CONCLUSIONS

There were big differences across countries witkpeet to economies
of scales in the EU household consumption in 20022 In countries such as
Luxembourg, the United Kingdom, Denmark, Irelandyefien, Finland and
Germany expenditures on housing, water, electrigas, other fuels were twice
higher than expenditures on food and non-alcohmdiverages. One can say that in
the years 2004-2012 these countries were charaatiehy the highest economies
of scales among Member States. The opposite situatas in Bulgaria, Romania,
Lithuania, Malta and Portugal, where in the wholrigd in question average
households devoted more of their budgets to foadl ran-alcoholic beverages
than to housing, water, electricity, gas and ofhefs. Such a large disparities in
the ratio of spending on typical public and privgteods raises doubts as to the
application of the common equivalence scale foMamber States.
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During the period 2004-2012 differences in expeanditshares decreased.
The drop in the food shares in the CEEC was causeihly by increase in
households’ incomes. Changes in these shares ih ottosr EU-countries were
rather small. It is also found that an increaskdaosing shares was affected by the
rising price of housing relative to other consuimeces in the EU-countries.

The decrease of the expenditure shares of food gmoghvth of the
expenditure shares of housing indicate increasiogn@mies of scale in EU
household consumption.

The aim of this study is to provide an overall piet of the changes in two
important components of expenditure structures. Tutare directions of the
research will include a microeconometric analysisig individual household-level
data. Such an analysis would enable a deeper trigighthe issue of economies of
scale in the European Union.
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Abstract: Decision making under uncertainty (DMU) occurs whthe
decision maker (DM) has to choose an appropridateretive on the basis of
a set of decisions and a set of scenarios (withuknown probability
distribution). The author suggests two modificasioof the maximin joy
criterion (MJC) - one of the classical decisionerilused in DMU by
pessimists searching for an optimal pure strat&g. goal of the alterations
for MJC is to accentuate more effectively the posibf particular outcomes
in comparison with other outcomes connected wigivan scenario.

Keywords: decision making under uncertainty, optimal pureatsgy,
maximin joy criterion, payoff matrix

INTRODUCTION

According to the Knightian definition [Knight 1921decision making under
uncertainty (DMU), in contrast to decision makingder certainty (DMC) or risk
(DMR), is characterized by a situation where futuf@ctors are neither
deterministic nor probabilistic at the time of tHecision. Actually the decision
maker (DM) has to choose the appropriate altereafilecision, strategy) on the
basis of some scenarios (events, states of nattnede probabilities are not known
[Groenewald and Pretorius 2011, Neumman and Motgen4944, Sikora 2008]
Usually the DM can describe the problem on the Dasdi a payoff matrix
representing possible states of nature, decisiodscaitcomes. There are many
decision rules for pure and mixed strategy seagchihey differ one from another

! The forth category, decision making under partigbrmation, is characterized by
probabilities not known completely [Cannon and Kioweicz 1974, Weber 1987].
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with respect to DM’s attitude towards risk. Additadly, some classical decision
rules and a considerable number of extended decisies take into account how
particular outcomes assigned to alternatives adered in the payoff matrix and
what the position of a given result is in companisath other payoffs of the same
state of nature. This feature is rather an advantigce it enables to obtain
different rankings depending on the status of paldr scenarios (dominated or
not) and depending on the superiority of a giveicame to other values of the
same scenario. The maximin joy criterion (MJC) ne of the classical procedures
whose rankings vary after transposing the proétated to particular alternatives.
In this paper we present the benefits of this rafel suggest two possible
modifications whose aim is to accentuate more #ffely the rank of a given
outcome in comparison with other results conneetild the same scenario. The
remainder of this paper is organized as followtiS8e DECISION MAKING UNDER
UNCERTAINTY deals with the main features of DMU. SectitHE MAXIMIN JOY
CRITERION briefly describes the maximin joy criterion. SeoticPOSSIBLE
MODIFICATIONS OF THE MAXIMIN JOY CRITERIONIS devoted to the presentation and
illustration of possible modifications of MJC. Cdusions are gathered in the last
Section.

DECISION MAKING UNDER UNCERTAINTY

As it was mentioned in the introduction, DMU may fresented by means
of a profit matrix wheram is the number of mutually exclusive scenarigs (..,
Sw), n denotes the number of decisiom¥,(..., D) and a; stands for the profit
connected with scenari and alternativeD;. In this paper we assume that the
distribution of payoffs related to a given decisisrdiscrete. We only discuss one-
criterion decision problems and focus on optimalepsirategy searching. A pure
strategy is a solution assuming that the DM choosésone decision. Meanwhile
the mixed strategy allows him or her to select &gited combination of several
alternatives [Gaspars-Wieloch 2014b, Puppe anca§@009, Sikora 2008].

Among classical decision (CD) rules designed forUDbhe can enumerate
the Wald’s criterion, maximax criterion, Hurwicztsiterion, Savage’s criterion,
maximin joy criterion and Bayes’ (Laplace’s) criter [Wald 1950, Hurwicz 1952,
Savage 1961, Hayashi 2008]. The literature alsereffnany extensions of these
methods, e.g. [Basili et al. 2008, Basili and Chateeuf 2011, de Finetti 1974,
Ellsberg 2001, Etner et al. 2012, Gaspars 2007 p&adNieloch 2012, 2013,
2014a, 2014c, 2014d, 2015, Ghirardato et al. 2@H#hoa 2009, Gilboa and
Schmeidler 1989, Marinacci 2002, Piasecki 1990 n%uatiler 1986, Tversky and
Kahneman 1992], which can be named extended deBD) rules. The majority
of them refergdo the probability calculus (e.g. expected utilibaximization,a-
maximin expected utility, restricted Bayes/Hurwiczimulative prospect theory,
Choquet expected utility), which is rather charaste of DMR where the
likelihood is given — let us remind that accorditagthe Knight's definition the
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uncertainty occurs when we do not know the proki@sl of particular scenarios
[Knight 1921, Chateauneuf et al. 2008, Domurat Bygzka 2004].

THE MAXIMIN JOY CRITERION

The concept of the maximin joy criterion [Hayasti08] is extremely
similar to the reasoning characteristic of the $al& procedure which uses a
regret matrix and minimizes the maximal opportungdys, but here, instead of a
regret table, a matrix of relative profits is appli

The first step consists in computing an index factealternative according
to Equation (1) which represents the worst relgpingdit connected witlD;:

3, = mint, } j=1...n (1)
t, = —m]_in{aﬂ} i=1..mj=1..n 2)
whereg; is the payoff related to decisi@) and scenari&. Symbolt; denotes the

relative profit which is always a non-negative nemb
The second step is to choose the alternative Hsathe highest index:

j* = argmjaxJJ- 3)

Table 1. Payoff matrices for cases I, Il and 11l

Case Case | Case I Case lll
Scen./Dec; D1 D2 D3 D1 D2 D3 D1 D2 D3
S1 5 1 3 -6 1 3 2 0 3
S2 2 -4 8 2 -4 2 5 1 8
S3 -6 4 -10 5 4 8 4 4 -10
S4 4 3 2 1 3 -10 -6 -4 2
S5 1 0 5 4 0 5 1 3 5

Source: created by the Author

Table 2. Relative payoff matrices for cases I)nidl &l

Case Case | Case Il Case lll
Scen./Dec}; D1 D2 D3 D1 D2 D3 D1 D2 D3
S1 4 0 2 0 7 9 2 0 3
S2 6 0 12 6 0 6 4 0 7
S3 4 14 0 1 0 4 14 14 0
S4 2 1 0 11 13 0 0 2 8
S5 1 0 5 4 0 5 0 2 4
Jj 1 0 0 0 0 0 0 0 0
Ranking | I I | | | | | |

Source: own calculations
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The MJC is a decision rule for pessimists, i.e.geople representing a risk-
averse behavior. Notice that in this context wenddreat risk as a situation where
the probability distribution of each parameter loé decision problem is known,
but we mean the possibility that some bad circuntgts will happen (losses or low
outcomes). The alternative recommended by MJC reagxiecuted only once (see
one-shot decisions [Guo 2011]). Despite the faat the steps of the Savage’s rule
are very similar to the steps of MJC, there aresaghere rankings generated by
both methods are different [Gaspars-Wieloch 20T&E goal of MJC is to show
the superiority of particular outcomes connecteth i given scenario to its worst
result, while within the framework of the Savagaite the target is to demonstrate
the inferiority of particular payoffs related testate of nature to its best result.

The serious weak point of MJC concerns final rag&irmhat is, imagine that
each decision is the worst for at least one sthteature. In such a case one can
find at least one zero in each column (for eaclhisteg) of the relative profit table,
which means that the MJC'’s index is equal to zercefch alternative. And then,
all the strategies are treaded as optimal solutftimey all obtain the first rank in
the ranking), which certainly does not facilitabe tdecision making process. The
problem aforementioned is illustrated in Tables. T-@ble 1 presents three payoff
matrices for three decision problems. Note thagdleases are very similar. In each
example the sets of payoffs for particular altauest are identical. Outcomes have
only different positions. Table 2 demonstratestiadapayoff matrices and final
indices for each decision. MJC indices are almivghys equal to zero, which does
not allow the DM to obtain a reliable ranking. Whapplying MJC, the size of
particular relative profits may be totally ignoré@ach decision is the worst for at
least one event. That feature of MJC is quite alagm Notice that this
phenomenon does not occur when the Savage’s rukets For our three cases the
rankings would be as follows:1{10), Dx(12), Ds(14); Dx(6), Di(9), Ds(13) and
D2(7), Du(8), Ds(14) respectively (numbers in brackets indicate the &ega
indices). Therefore, in the next section, two dassamendments are proposed.

POSSIBLE MODIFICATIONS OF THE MAXIMIN JOY CRITERION

The alterations of MJC may result from the obseovathat the relative
profit should consider the superiority of a givariamme to all remaining outcomes
of the same scenario, not merely to the worst rs®, the modified relative profit
will contain a more precise information about tlasifion of particular results in
comparison with other payoffs. The following sulis®ts describe two approaches
enabling one to include this information in theafimdex.
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Dominancejoy criterion (DJC)

In the first procedure (the dominance joy criteJjanstead of computing the
relative profit, the number of “dominance casestadculated, i.e. the number of
payoffs lower than a given outcome within the frarek of a scenario:

1. Calculate an index for each alternative accordiagEquation (4) which
represents the sum of all “dominance cases” cordetithD;:

J7 =Z:,tij° j=1...n (4)

D _— i H— -

;= n—max{p (aj)} I=1..mj=1..,n (5)
where J° denotes the dominance joy criteriafly stands for the sum of
“dominance cases” related & andp'(a;) is the position of payof§; in the
non-increasing sequence of all results connectéd sgenarioS (whena; is
equal to at least one other payoff concerning argevent, then it is suggested
to choose the farthest position of this payoftia sequence, Equation 5).

2. Choose the alternative that has the highest index:

j*= argmjaijD (6)

Cumulative maximin joy criterion (CMJC)

Now let us have a look at the second possible prugee(the cumulative
maximin joy criterion), where instead of computitige number of “dominance
cases”, the sum of all relative profits concerningiven payoff is calculated and
further steps do not differ from those used indhiginal MJC:

1. Calculate an index for each alternative accordiagEguation (7) which
represents the worst cumulative relative profit BJRonnected wit;:

Jo= miin{tif} j=1..n @)

ti? = nia, —Zn:qj i=1..mj=1..,n (8)
j=1

whereJ% denotes the cumulative maximin joy criterion ahdstands for the
cumulative relative profit.
2. Choose the alternative that has the highest index:

j*= argmjaijC (9)

Results and discussion

As it can be observed, in the case of the domingnceriterion we do not
analyze differences between the lowest outcome thadremaining outcomes
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belonging to the same state of nature, but we ctieekank of each payoff in the
non-increasing sequence of all results relateditoscenario.

The modified relative payoff matrix for the cumiNat maximin joy
criterion also allows the DM to take into accourd position of a given outcome in
comparison with other outcomes of the same scenawioin this case, just like in
the original MJC, the superiority is measured byangeof relative profits rather
than by dominance. Nevertheless, this time the thayrelative profit is calculated
differs from that used in MJC, because within therfework of CMJC a given
outcome is compared with all outcomes of the sacemario (not only with the
lowest one) and those differences are summed upellCRPs are computed in
such a way, condition (10) is always fulfilled. Atiohally, irrespective of how
payoffs related to a given decision are distributethe matrix (see the three cases
presented in Table 1), the sum of all cumulatiatree payoffs concerning this
decision does never change (analyze Equation 1Tabi@ 4). Thus, for CMJC we
can not use an index being the sum of all cumwdatative profits (instead of the
minimal cumulative relative profit) as a decisiaitarion, because such a measure
will not vary depending on the position of partemubutcomes in the payoff table.

it =(a,-a, +a,—a, +..+a,-a,)+(a,-a,+a,-a,+..+a,-a,)+
j=1
+.+(a,-a,+a,-a,+..+a,-a,)=0 i=1..m (10)

Zti(j: :(nmﬂ.j _Zaﬂ.j]-i-(nm?j _Zaﬁ]-""'-"[nmm _Zamj
:nia"i_(iaii+iazi+"'+ia’ﬂj j=1..n (11)

Table 3. Dominance case matrices for cases |, dllkn

Case Case | Case Il Case lll

D2 D2 D2
0
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Scen./Dec

S1

S2

S3

S4

S5

JP;
Ranking
Source: own calculations

\‘NONHNS
OOI\)I\)OI\)I\)OU)

WOOHHHE

0
1
1
1
3

W olk|vo|lo
gino|loN| e

—\‘HNHHNE

R =Y e
T |Wlo|v|o|lo|k




90 Helena Gaspars-Wieloch

Table 4. Cumulative relative payoff matrices fosesl, Il and IlI

Case Case | Case Il Case lll
Scen./Dec; D1 D2 D3 D1 D2 D3 D1 D2 D3
S1 6 -6 0 -16 5 11 1 -5 4
S2 0 -18 18 6 -12 6 1 -11 10
S3 -6 24 -18 -2 -5 7 14 14 -28
S4 3 0 -3 9 15 -24 -10 -4 14
S5 -3 -6 9 3 -9 6 -6 0 6
Sum of t&; 0 -6 6 0 -6 6 0 -6 6
J5 -6 -18 -18 -16 -12 -24 -10 -11 -28
Ranking [ I I I I 11} I I 1

Source: own calculations

Tables 3 and 4 contain intermediate calculatiorss famal indices for the
three cases described in Table 1 according to betbmmended procedures.
Thanks to the suggested modifications it is possibl obtain varied indices for
particular alternatives (compare the measure vatuéables 2, 3 and 4). Rankings
generated by these decision rules depend on thetwste of the payoff matrix and
they do not have the flaw characteristic of thegioal MJC, i.e. the indices of
particular actions are equal to different valuesi{pare with Table 2).

At first glance DJC seems to be logic and easy dg, Wbut it is worth
emphasizing that the analysis of “dominance cades’$ not reveal the size of this
dominance. For instance, we see that outcome “Zhidates “-4" and “-4”
dominates “-6” (case lll, scenario S4), but thege examples of dominance are
totally different. We would say that the first dorance is more significant than the
second one. Meanwhile, when the DJC is appliedh bleiminances receive the
same weight equal to 1, which may be a little qoaable and controversial.

Therefore, if the size of dominance is a cruciatda for the DM, it is
recommended to use CMJC, where “dominance cases”camputed more
conscientiously. In the example aforementioned gc#l§ scenario S4) the
superiority (measured by cumulative relative pe)ffor the outcome “2”, “-4” and
“-6” equals to (2-(-6))+(2-(-4))=14, (-4-(-6))+(-8y=-4 and (-6-(-4))+(-6-2)=-10
respectively. Note that the change of the decisits (from DJC to CMJC) has an
enormous impact on final rankings. For instanceaise Il decision D3 has the first
rank according to DJC and the last rank when CMi@piplied. In our example
CMJC rankings resemble Savage’s orders. The chafitke procedure (DJC or
CMJC) should depend on the DM’s preferences, ileether he/she only analyzes
the order of payoffs related to a given state dmaor whether the distance
between particular results is of great importarmcehfm/her. Note that, as a matter
of fact, the first modification of MJC (DJC) can kexluced to the simplest case of
stochastic dominance, i.e. the state-by-state damaim (or statewise dominance).
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Table 5. Payoff matrices for cases IV and V.

Case Case IV Case V
Scen./Dec. D1 D2 D3| D4 D1 D2 D3 D4
S1 11 9 9.5 9 5 9 9.5 8
S2 8 9 7.5 8 8 6 7.5 9
S3 11 10 7.5 8 11 10 7.5 8
S4 5 6 8 8 11 9 8 8

Source: created by the Author

Let us analyze one more example (cases IV and \éravpayoff matrices
differ one from another only in terms of the sturetof profits (Tables 5-6). This
time, we present rankings for all classical ruled awo new modifications of MJC.
The general conclusion that can be made when cangpalf results (Tables 1-6) is
as follows: DJC is rather devoted to optimists i@skings are similar to maximax
rankings) since it considers only the superiorifyparticular payoffs to other
outcomes, whereas CMJC is rather designed for mpessi (its rankings resemble
Wald'’s rankings) because in this case that supsrigrconscientiously measured.

Table 6. Rankings for cases IV and V.

Case Case IV Case V
Crit. / Dec. D1 D2 D3 D4 D1 D2 D3 D4
Wald criterion v 1" Il | v 1l I |
Maximax criterion | I 1l \Y] | 1 1l v
Bayes criterion I Il \% [l I Il \Y% 11l

Hurwicz crit. @=0.4) Il 11 I Il Il 11 I Il
Savage criterion Il | [l Il 1] I Il I
Maximin joy criterion | I I I I I I I
Dominance joy criterion | Il [l Il I Il \% [l
Cumulative maximin |, | foy oy |y I I |
joy criterion

Source: own calculations

CONCLUSIONS

The factor demonstrating the significance of thekraf a payoff in the set of
all outcomes in a given matrix is the fact thatgleaconsider not only the value
they receive, but also the value received by otfferank 1997]. Some classical
rules and many extended procedures designed for D&K€ into account this
aspectand for that reason they are quite often appliedMs. In this paper we
suggest two possible alterations for the maximin gdterion. They may interest
people who want to know how their outcome compaiiéls other results, not only
with the worst one (maximin joy criterion), the besme (Savage’s rule) or the
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reference point (prospect theory). The proposedhoast focus on payoffs, but the
concept of dominance or cumulative relative prafds also be used for utilities.
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Abstract: Economic description of firms and companies isbam a number
of indicators. The indicators are related to eattleioand can be considered
only in a specific context. Regression models allfaw such approach.
Unfortunately, the problems we deal with are uguadinlinear and the choice
of relevant information is very difficulThe aim of the paper is to present a
method of variable selection based on random fardt gradient boosting
approach and its application to companies rankirigiA method. The results
will be compared with the ordering obtained usirgest supported approach
for variable selection in DEA.

Keywords: random forests, gradient boosting, DEA, ratingsstss, variable
selection, ranking, high rated portfolio

INTRODUCTION

In many economic issues it is essential for a dmtimaker to obtain a ranking
of entities under consideration. So is the appbecatof internal-rating based
approach to estimation probabilities of default §lPEr the bank obligors. One of
the obstacles connected with PD estimation is anlomber of defaults, especially
in high rating grades. High rating categories migkperience many years without
any default, for example a part of bank assetgedadlow Default Portfolios (LDP).
These portfolios may consist of assets of the dyme, e. g. trust funds. Several
methods have been proposed to estimation of PDO®r[Dzidzevtiaté 2012]. The
only key assumption in the method is a correctrmidiating of borrowers. Therefore
we propose a method of rating which is based doieficy measure given by Data
Envelopment Analysis (DEA). We illustrate our rasdaon an example. The
example presents rating in a group of companies ftee production sector traded
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on Warsaw Stock Exchange (WSE). Our approach imgoapplication of financial
indicators describing financial standing of consédefirms. The most important
thing in DEA approach is a proper selection of sadlors and their assignment to
output and input. In our research we present twowagehes. At first we use the set
of indicators suggested by experts to obtain DBfga Next we apply ensemble
classifiers: random forests and gradient boostmgelect indicators that influence
the division into classes. We also compare thdtseand draw conclusions

METHOD

In our approach we apply Data Envelopment Analf3isA), see for example
[Cooper et al. 2006], to obtain division of comgamninto homogeneous groups.
DEA is an Operation Research approach for evalgatie performance of a set
of peer entities called Decision Making Units (DMIDEA can be applied to a wide
variety of activities. It can be used to evaludte performance of governmental
agencies, hospitals, universities, non-profit oiztions, banks, firms. The method
gives an efficiency rating, i. e., a scéréor each DMU and an efficiency reference
set (a peer group of objects that are efficient)ictv is a target for the inefficient
DMUs. Traditionally, the efficiency is measuredias output to input ratio. In DEA
approach the output and input are linear combinatiof variables describing
performance of the DMU and the efficiency scorelgained by solving linear
programming problems in their primal or dual foffhe DMUs with the efficiency
score equal to 1 are called efficient. The excegta super-efficiency DEA where
the efficiency score can be greater than 1 in igpgintation [Andersen et al.1993].
An important advantage of the method is that tpetsand outputs can be measured
in various units. Calculation of the efficiency cdre helpful in improving
productivity and performance of an inefficient DMUNe have however
concentrated our efforts not on efficiency meadwureon distinguishing groups of
similar i. e., homogeneous DMUs.

In order to obtain division into homogeneous groapsompanies, we have
performed the DEA algorithm to the whole set of D8MUhe efficient units with
efficiency score 1 constitute the first group — fmeexample [Kaczmarska 2010].
After removing all efficient units we applied DEAgarithm to the remaining set.
This resulted in distinguishing the next group oitst The procedure was repeated
until the number of DMUs in the remaining group wa sufficient to perform
further divisions. The most important obstaclehat the results obtained with DEA
refer only to the considered set of DMUs and cannbither generalized nor
compared with results concerning even slightly etiffg sets of objects, not to
mention sets of different objects. There are maagious DEA models. In our
calculations we have applied input-oriented BCC ehod’he model can be
formulated in the following way:



96 Urszula Grzybowska, Marek Karwski

Let us assume that we hawédDMUs, denoted by DMb) o = 1,2, ..., n. We
denote by x i=1,2,..m the inputs and by;yr=1,2,...,sthe outputs fof = 1,2, ..., n.
For each DMWY, o =1,...,n, described by the inputg;,, i =1,2,..,m and
outputs y,,, r =1,2,...,s, the efficiency measurd, is the solution of the
following problem:

6, = minf, subject to

Z7=1xl]2‘]0 S 90xi0 l = 1J2J e, M (1)
Y1 Vridjo 2 Vro T=12,..,5 2)
?:111'0 = 1, A]O = 0 ] = 1,2, vy, n (3)

A very important issue in DEA approach is variabddection that involves
also division of variables into inputs and outpétsiariable classified as an output
should have a positive correlation with efficiengkile a variable classified as an
input should have a negative correlation with éficy (see [Demirova 2010]).
Variable selection in DEA is usually based on ekjpaowledge and is subject to
many discussions during scientific conferencesuincalculations we have decided
to follow the choice of financial ratios suggestsdexperts and compare it with a
selection of variables obtained with help of enslermbethods: random forests and
gradient boosting [Berk 2008, Hastie et al. 2008rdfacki et al. 2008].

Random forests were introduced in 2001 by L. Breings a method
ofclassification [Breiman 2001]. In this approactaagye number of unpruned trees
is constructed with a random sample of predictaken before each node is split.
The object is classified based on a majority vdtine full set of trees [Berk 2008].
One can use random forests to rank the importahear@bles in a classification
problem. The importance of predictors can be measimrterms of a Gini index or
by Breiman’s importance measure [Breiman 2001, B&d8].

Random forests and gradient boosting [Berk 2008stielaet al. 2009,
Koronacki et al. 2008] are extensions of regressiees that is simply the partition
of the spac&, which consists of predictors of target variabl@yo disjoint regions
R;. Letf be the prediction function for regression tremr(stimes simply referred to
as atree):

x€R; = f(x) =9 (4)
Thus regression tree can be represented as
T(x;0) = ¥/, 9, (x € R;), (5)
where® = {R"y]'}je{l,...,]}'

The idea behind random forest is to build a largiéction of de-correlated
trees and then to average prediction functionsh E@e was constructed based on a
random selection of the predictor variables. ABesuch treesT (x, ©,)}pef1,..,5)
are grown the random forest predictor is:
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A 1
fr%ndom forest = Ezlg=1 T(x' eb) (6)

Gradient boosting prediction function is yield lmyrhula
fgradient boosting = T(x: ®g) (7)

where the paramete® should be found by minimizing the loss functiofHastie
et al. 2009]:

0= arg(;nin 2521 inERj L(yj'f’j) ®

The solution can be constructed in an iterative .wetym-th iteration it is
needed to find:

@m = arg@min Zliv=1 L(yi:fm—l(xi) + T(xi: @m)) (9)

The above equation can be reformulated as numeptiahization task analog
to steepest descent method,

fm = fm-1— PmIm (10)
wherepm is thestep length andgm is gradient vector:
Inm D A pxp=fimos (x0)

The difference between stochastic gradient boostnthan ordinary steepest
descent is at the points Gradient boosting should be applied to the neintpahat
are not represented in training set X used by dpétion procedure. The simple
solution is to induce a trdausing square error to get the tree as close asj®s$o
the gradient vector

Om = ar%min Y wi(=gim — T(xg, @))2 (12)

In our calculations we used weightsderived frommultinomial distribution,
i.e., we use multinomial deviance as a loss functio

The relevant algorithms were implemented in R pgekandomForest and
SAS Miner. The main advantage of random forestsgaadient boosting approach
is their high performance on a large set of vaeabT heir application for economic
data does not require examining the structurenainicial ratios, their interactions or
correlations.

RESULTS OF THE RESEARCH

The sets of financial indicators applied in DEA wgrious authors differ
considerably [Fer 2006, Demirova 2010, Chodakowska et al. 2013].olm
calculations we have decided to follow the expervvidedge and choose Assets
Turnover and Total Liabilities/Total Assets (DebatiR) as input indicators and
Return on Assets (ROA), Return on Equity (ROE),r€nir Ratio (CR), Operating
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profit margin (OPM) as output indicators. Our déba a set of 76 production
companies traded on WSE with quarterly financipbrés covered two years: 2011
and 2012. The results of our calculations are shiowolumn DEA1 of Table 2. We
have distinguished 6 groups of homogeneous objéhtsfirst group consists of the
best companies. One can venture an opinion thatése companies the probability
of default is very low. We were not interested xamining the ways of improving
efficiency of the remaining companies but in diersinto groups of similar objects.
We were also interested in selecting variables tetermine obtained DEA
classification. In order to select variables thdluience division into DEA groups
we have applied two ensemble methods: random ®aest gradient boosting. The
calculations were done both in SAS (ver. 13.2) Rr{gler. 3.1.0). We have used 20
financial indicators, which were divided into fogroups: profitability ratios,
liquidity ratios, activity ratios and debt ratid&he results are shown in Table 1.

Table 1. Variables importance in various ensemtdéods

R-CRAN SAS Miner SAS Miner
randomForest Random forests Gradient boosting
. Variable . Gini . Variable

RCHY importance RCHY coefficient RCHY importance
1 RC 3.91 0.043 RC 1
2 3.39 GPM 0.025 EBIT 0.983
3 RT 2.96 RC 0.022 - 0.935
4 EBIT 2.64 DSR 0.018 GPMoS 0.772
5 GPM 2.47 OPM 0.016 QR1 0.696
6 DR 2.39 NPM 0.015 DSR 0.691
7 GPMoS 2.07 CR 0.012 ROE 0.678
8 QR1 2.07 EBIT 0.009 wC 0.625
9 OPM 2.04 DR 0.009 DR 0.616
10 | NPM 2.02 QR2 0.008 GPM 0.613
11 | DSR 1.98 ROE 0.008 AR 0.580
12 | QR2 1.95 QR1 0.008 IT 0.565
13 | ROE 1.72 AR 0.005 CR 0.539
14 | AR 1.56 RT 0.003 OPM 0.533
15 | CR 1.48 ocC 0.003 NPM 0.498
16 | CCC 1.44 wC 0.002 CccC 0.491
17 | RA 1.37 CcCcC 0.002 RT 0.474
18 | IT 1.31 GPMoS 0.002 RA 0.432
19 | OC 1.1 IT 0.002 oC 0.306
20 | wWC 0.86 RA 0.002 QR2 0.294

Source: own calculations
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We have decided to use four indictors that wareikaneously distinguished

by at least two of applied ensemble methods: Litédsl Turnover (RC), ROA, Debt

to EBITDA (EBIT) and Gross Profit Margin. Two rasi@an be regarded as input:
Debt to EBITDA and Liabilities turnover (RC). Théher ratios, Return on Assets
(ROA) and Gross Profit Margin (GPM), can be regdrds output.

Table 2. DEA rating for 76 production companies #relr efficiency scores

Company DEA1 DEA2| Eff. Company DEA DEA Eff.
AC 1 1 1.00 DEBICA 4 6 0.48
APATOR 2 1 1.00 IZOSTAL 3 5 0.47
CIGAMES 2 1 1.00 PATENTUS 4 6 0.43
CITYINTE 2 1 1.00 ZPUE 4 7 0.42
EKO_EXP 1 1 1.00 BIOMAXIM 3 4 0.42
HYDROT. 1 1 1.00 ZUE 6 5 0.41
PANITERE 1 1 1.00 WINDMOB 1 2 0.41
PGE 1 1 1.00 MIESZKO 6 8 0.40
PULAWY 2 1 1.00 ZPC_OTM 6 8 0.38
SONEL 2 1 1.00 ZYWIEC 2 4 0.37
WAWEL 2 1 1.00 MOJ 4 8 0.37
ZELMER 1 1 1.00 POLNA 3 2 0.37
BERLING 1 2 0.95 INTERCAR 3 7 0.37
DUDA 3 2 0.91 INVICO 4 7 0.36
RELPOL 3 3 0.85 SUWARY 6 8 0.36
MEGAR 2 2 0.81 PLASTBOX 5 9 0.35
BSCDRUK 2 2 0.78 ENERGOIN 6 8 0.34
STALPROD 2 3 0.77 AMICA 5 8 0.33
SYNEKTIK 5 3 0.75 PAMAPOL 6 10 0.31
ESSYSTEM 2 3 0.73 FERRO 5 8 0.29
MENNICA 1 3 0.73 WIELTON 6 10 0.28
POLICE 2 2 0.68 MUZA 6 5 0.28
NOVITA 3 4 0.67 POZBUD 4 4 0.28
BUDVAR 3 4 0.67 FASING 5 7 0.27
ALKAL 3 3 0.66 BORYSZ. 4 7 0.27
TAURON 4 3 0.63 INTEGER 4 2 0.27
HUTMEN 3 4 0.61 RAFAMET 5 8 0.27
IZOL JAR 2 5 0.60 SNIEZKA 6 9 0.26
KETY 3 3 0.60 GROCLIN 5 10 0.23
FORTE 4 4 0.59 VISTULA 6 10 0.22
LOTOS 4 5 0.57 GRAAL 6 10 0.20
STOMIL_S 3 4 0.56 FERRUM 6 10 0.20
ZUK 3 5 0.54 RAFAKO 5 9 0.20
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Company DEAl1| DEA2| Eff. Company DEA DEA Eff.
LENTEX 5 6 0.54 | WOJAS 6 10 0.17
KPPD 3 6 0.54 | KOELNER 6 10 0.14
PROJPRZM 4 5 0.53| RAWLPL. 6 10 0.14
PEPEES 3 5 0.53| GRAJEWQC 6 10 0.14
ERG 5 7 0.48 | ARMATUR. 6 10 0.12

Source: own calculations

After performing DEA again for selected set of matwe have obtained 10
groups of companies. The results of the divisiam stiown in column DEA2 of
Table 2. The column Eff. contains relevant efficigmeasure for each DMU. The
first group of efficient objects consists of 12 qmanies. The second group consists
of 8 companies, etc. It has to be noticed, thatdtering given by efficiency
measure does not reflect the ranking of companiendy DEA groups (compare
[Chodakowska et al. 2013]). For example, firms wjitiite low efficiency score were
assigned to the second or third DEA group. Thesitiviinto 10 DEA groups is more
precise but, with minor exceptions, reflects prasicordering. The correlation
coefficient between both assignments to DEA grasisgh. It is equal 0.87.

CONCLUSIONS

In the paper we propose a new approach to clastficof companies based
on DEA. The method can be regarded as an alteenapproach to classical
statistical classification methods. We have showthe example that application of
random forests and gradient boosting provides a gool for variable selection.
Both methods, random forests and gradient boosdirggparticularly well suited to
the search for factors that could be used in DE#abse of their response to highly
local features of the data and possibility of usimgases with small numbers of
observations without risk of overfitting.

Application of ensemble methods seems to be a giogiapproach to
variable selection for the needs of DEA. Our clations repeated on the group of
17 construction companies revealed that the rafisinguished by ensemble
methods differ depending on the companies’ profilereover, membership into
DEA groups will be violated even if the set of colesed DMUs will differ by one
object only. Nevertheless, DEA seems to be a piomisool, alternative to
traditional scoring models. It enables ranking gemts and it can be used for
distinguishing classes of homogeneous object, mtng classes. The support of
ensemble methods in variable selections makes Opfoach an universal tool.

Random forests and gradient boosting can be expectieimprove the
automation of procedures to evaluate the statuwipanies by banks and other
financial institutions
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Abstract: In the paper the author considered estimation fidieficy, which
measures the ability of the company to obtain tleximum output from
given inputs. The analysis has been carried outslyg deterministic method
(on the example of the DEA method, Data Envelopmeralysis). The two-
step procedure was proposed, namely the returssale were specified in
the sample and, basing on that, the efficiencyndfvidual enterprises was
assessed. In the paper the data from the compah#&gey food processing
sector in Poland, namely the meat processing, wed. d he analysis covered
the period 2006—-2011, the sample covered from ¥®%ou210 enterprises
(depending on the analyzed year).

Keywords: efficiency, economies of scale, the DEA methaddf processing
sector

INTRODUCTION

The aim of the article was to propose an approaciméasuring the basic
economic category, namely efficiency, by using a-parametric DEA method.
A two-step procedure was applied. Firstly, thenetito scale were specified in the
sample, and then the efficiency of individual epises was assessed using
a model that takes into account the previously rdeteed returns to scale. The
discussed method has been applied to the meatggingandustry in Poland. This
sector was chosen due to the large size of the lsarap well as the strategic

1 Praca naukowa finansowana &edkéw na nauk w latach 2011-2013 jako projekt badawczy
nr 2011/01/B/HS4/0261X5topie: integracji w taicuchu dostaw a efektywfio przeds¢biorstw
przetwdrstwa rolno-spywczego Projekt zostat sfinansowany Zeodkéw Narodowego Centrum
Nauki przyznanych na podstawie decyzji numer DEC1201/B/HS4/02612.
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importance and significant contribution to the proibn of the entire agri-food
sector. Furthermore, with respect to the meat @ing sector there are no
comparative analyzes carried out, which justiffesstieed for their conduction.

In the literature, there are concepts of econoffficiency that determines the
ratio of outputs achieved and inputs used. T.JIliC8eS.P. Rao, Ch.J. O'Donnell
and G.E. Battese, that refer to the dual appraatietissue in their researches on the
efficiency, argue that the efficiency ratio incresby maximizing outputs with given
inputs (an output-oriented approach), or by miningiznputs with given outputs (an
input-oriented approach). A company uses matetiatgmur and capital (inputs) in
order to manufacture the final product (output),tbe basis of which the authors
define efficiency of companies as their abilityransform inputs into outputs.

In the discussion on the efficiency the returnsdale are an important aspect.
A manufacturer gains increasing returns to scdiehe achieves more than
a proportional increase in production as a regwdhancrease in involved production
factors. If this increase is proportional, we agalthg with constant returns to scale.
In the case of an increase in production that igllemthan an increase in involved
production factors one can say about decreasiogeto scalé.

THE DEA METHOD FOR ASSESSING THE RETURNS TO SCALE

The purpose of the appliance of the DEA method weasletermine the
efficiency for individual enterprises. The assump$ of this method were
presented in this part of the paper. Due to thetao of the two-step procedure
for the efficiency assessment, an approach forraééng the returns to scale
using the DEA method was included in the conterthisfchapter.

The nonparametric DEA method was developed in 1878harnes, Cooper,
Rhodes' The DEA is a method which assumes no random coemdand does not
require functional form relating inputs to outpfds each of the analyzed DM@/
The efficiency score is calculated by using the i@akFarrell measure. According
to definition of Debreu and Farrell, the measureinwdriechnical efficiency is the

2 Coelli T.J., Rao D.S.P., O'Donnell Ch.J., Battese @B05) An introduction to efficiency and
productivity analysis, 2. Edition, Springer, NewrkKo

3 Rembisz W. (2011) Analityczne wéldwosci funkcji produkcji rolniczej, Komunikaty, Raporty,
Ekspertyzy, nr 544, Wyd. IERIGPIB, Warszawa, p. 18.

4 Charnes, A., Cooper, W., Rhodes A. (1978) MeasutiegEfficiency of Decision Making Units.
+European Journal of Operational Research”, 2 (6328.

5 Decision making units (DMUs) are known as the cisjef analysis, see: Cooper W., Seiford L., Tone
K. (2007) Data Envelopment Analysis. A compreheasext with models, applications, references,
2. Edition, Springer-Verlag, Berlin, p. 6-12.

6 Cooper W., Seiford L., Tone K. (2007) Data EnvelepmAnalysis. A comprehensive text with
models, applications, references, 2. Edition, SmirVerlag, Berlin, p. 13.



104 Sebastian Jagbowski

difference between one and the maximal possibleictamh of inputs, while
production of a certain volume of inputs is teclugatally possibl€.

Depending on what is the aim of the analyzed DMuigiimizing inputs or
maximizing outputs, one can calculate the inpugytted technical efficiency or the
output-oriented technical efficiency. Besides thpui- and output-oriented DEA
model, there is a further division including retsino scale. There are following
models distinguished:

* CRS - Constant Returns to Scale

* VRS - Variable Returns to Scale

» NIRS - Non-Increasing Returns to Séale
In 1984, Banker, Charnes and Cooper proposed alogenent of the model
assuming constant returns to scale to the moddl variable returns to scale.
However, it is not possible to determine whethégséed DMU shows increasing or
decreasing returns to scale. In 1985, Fare, Grp$skul Lovell modified the BCC
model, complementing it with the additional asstomptof convexity? which
resulted in the creation of the model assuminginoreasing returns to scaMIRS.

Figure 1. The DEA models (VRS, CRS and NIRS) amarns to scale

y

Source: own work based on Coelli T.J., Rao D.SOFDonnell Ch.J., Battese G.E. (2005)
An introduction to efficiency and productivity agals, 2. Edition, Springer, New
York, p. 174.

7 Fried H.O., Lovell C.AK., Schmidt S.S. (1993) TiMeasurement of Productive Efficiency
Techniques and Applications. Oxford University Pidsw York, Oxford, p. 10.

8 The NIRS includes the decreasing (DRS, DecreasingriReto Scale) or constant returns to scale
(CRS, Constant Returns to Scale). More about the DEAetaoin: Jargbowski S. (2011) The
efficiency of grain milling companies in Poland andGermany- application of DEA method and
Malmquist index, Universitat Bonn-ILB Press, Bonn.

9 Coelli T.J., Rao D.S.P., O'Donnell Ch.J., Battese @2@05) An introduction..., op. cit.
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Under the assumption of constant returns to seffieient DMUs create the
CRS efficiency frontier, however, assuming thatinet to scale are variable, the VRS
efficiency frontier is created (see figure 1, whereset of inputs, y — set of outputs).

Depending on which assumption of returns to scalk be adopted,
technical efficiency is equal ¥o'!

» the ratio ARrRJAP for constant returns to scale (the ratio isaéqa the

technical efficiency at constant returns to scal&crs);
» the ratio ARrg/AP for variable returns to scale (the ratio isa&dgo the
technical efficiency at variable returns to scaldyrs).

The ratio of ARrJAPyrs determines the efficiency of scale. The efficienEgcale
can be (see figure 1) interpreted graphically agdtio of the mean score of a given
DMU in point Rrs to the mean score in point R (point of technicaljytimal
production scalel? The value, however, does not indicate whethegitren DMU is
in the area of increasing or decreasing returnsctde. The nature of returns to
scalé® (caused by both increasing and non-increasingrn®tto scale) can be
determined by analyzing the results of the techmiffeciency obtained in the NIRS
and VRS model. If these values are not equalditates the presence of increasing
returns to scale in the DMU. However, if these eallare equal, the DMU is
characterized by decreasing returns to scale ditiadally the values obtained in the
VRS and CRS models are equal, the DMU shows canstamns to scalé.

THE RETURNS TO SCALE AND EFFICIENCY OF ANALYSED
ENTERPRISES

The study was carried out on the basis of dataeclt from meat
processing enterprises across Poland, for whi@néial statements were available
(panel data for the period 2006-2011). The samplers from 195 up to 210
companies, depending on the analyzed year (induniitro, small, medium and
large enterprises). The production data is reporésd revenue/expenditure
denominated in PLN in constant prices. The produacfrontiers are fitted for a
single output and two inputs. The inputs are: valtifixed assetsx{), operating
costs %2), and the output is net revenues from sales oflgemd materials/).*®

10 The technical efficiency was determined on thevgda of point P. The point is not neither on the
CCR efficiency frontier nor on the VRS efficiency framt therefore the DMU is considered to be
inefficient.

11 Coelli T.J., Rao D.S.P., O'Donnell Ch.J., Battese @@D5) An introduction..., op. cit., p. 173.

12 |bidem, p. 173.

13 Increasing returns to scale occur when outputease faster in relation to growth of used inputs.
Decreasing returns to scale occur, when outputsase slower in relation to growth of used inputs.
Constant returns to scale occur when outputs inengasportionally to growth of used inputs. Non-
increasing returns to scale occur when outputease slower or proportionally to used inputs.

14 Ibidem, p. 174.

15 The source of data was the MONITOR POLSKI B whararftial statements are published.
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Specification of the DEA model

The DEA method (Data Envelopment Analysis) is atre¢ly modern tool
based on a non-parametric approach to the cretitéorfficiency frontiet® In the
DEA method, a system of linear equations is beiaolyesl, usually using the
Simplex method?!’ With this technique, one can simultaneously precedarge
number of variables, taking into account the intérelations in an enterprise with
the assumed objective functiéhin the case of the DEA method it is possible to
use several optimization models. They differ amotigers in assumptions about
the returns to scale in the sample. While choosingodel one bases on the
expertise or practices used by other research gr@imilarly to the choice of
variables), nevertheless the model selection affékae value of the obtained
efficiency ratios. As shown in the previous parttloé article, the calculation of
three models, namely VRS, NIRS and CRS, is needeufder to determine the
returns to scal®’. An algebraic form of the models was followed aflezhu and
W.D. Cook?°
The CRS model is presented in equations 1-4:

trad @)
PYi < leﬂik Y, @
X, 2 ZI:)'ika (3)
A 20, (4)
Equations 5-9 include the NIRS model:
MaXh ®)
Py < ZI:/]ik ¥ (6)

16 Rembisz W., Sielska A., Bezat A. (2011): Popytowearunkowany model wzrostu produkcii
rolno-zywnosciowej, Wyd. IERI&@-PIB, Warszawa, p. 108.

17 The linear programming has been commonly usedasime 60's, when the Simplex algorithm was
applied for problems of farmers, see: Zapf R. (198&) Anwendung der linearen Optimierung in
der landwirtschaftlichen Betriebsplanung, Berichteriltandwirtschatft..

18 steffen G., Born D. (1987) Betriebs- und Unternelsfigmung in der Landwirtschaft, UTB fur
Wissenschaft, Stuttgart.

19 No assumptions regarding returns to scale wereerimaddvance. It was assumed that the functions
are homogeneous of degree +1%or 0. A set of observations is convex if for any two gsim the
set, all weighted average of these two points @ @oints in the same set.

20 Zhu J., Cook W.D. (2007) Rank Order Data in DEAetwal and Ordinal Data, [w:] Zhu J., Cook

W.D. (red.): Modeling Data Irregularities and Stural Complexities in Data Envelopment
Analysis. Springer, New York, p. 13-62.
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|
X2 2 A, (7)
A 20, (8)
|
> As1 9)
i=1
The VRS model is presented in equations 10-14:
maxg (10)
|
K< DAY (11)
i=1
|
XuZ D X, (12)
i=1
A 20, (13)
|
z/‘ik =1 (14)
i=1

where:
k — index indicating an analyzed object,
@, — multiplier of output level for an objekf’*
i — index indicating next objed¢tl,...,I, wherel is a number of objects in
the sample,
yi — output of an objedt
n — index of next input,
Xni — inputn used by an objedt

A, — coefficients of linear combination between otgéandk.

For all models the output-orientation was adopteldich was expressed in
the objective function of the optimization problefquations: 1, 5, 10). The
output-orientation means that by a given levelngiut higher and higher level of
output may be achieved. On the basis of the lileeateview it was stated that the
purpose of the business activity is the profit maxation (output of the activity),

which confirms the correctness of the use of théDiethod with output-oriented
models. The evaluation was conducted by using M8 Boftware??

21 This is the inverse of the efficiency coefficient.
22 EMS, Efficiency Measurement System, Scheel H. Q20Goftware Version 1.3, University
Dortmund [July 2013].
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Evaluation of the returns to scale and efficiencyni the analyzed enterprises

The DEA method was used for the means of the artid it provides a lot of
detailed information on the individual objects imetsample, among others on
returns to scale for individual objects.

Table 1 includes the synthetic results of the aialpf the returns to scale
for individual enterprises (calculated using thegadure presented in the paper).
The percentage share of the companies charactdryzddcreasing, increasing and
constant returns to scale was determined. Thetseatd summarized by year. The
“DRS” (Decreasing Returns to Scale) indicates tampanies are characterized by
decreasing returns to scale, the “IRS” (Increas®egurns to Scale) — companies
with the increasing returns to scale, and the “CRS&3nstant Returns to Scale) —
companies characterized by the constant returnscaéte. The statement about
returns to scale was made basing on the Fig. 1.

On the basis of the conducted analysis it was wbdethat the majority of
the companies operating in the meat processingorsdst characterized by
decreasing returns to scale (within the period 220861).

Table 1. Companies of meat processing sector Wihid@turns to scale within the period

2006-2011
Meany 2006 2007 2008 2009 2010 2011
returns to scal
DRS 86% 86% 86% 85% 85% 60%
IRS 12,5% 13% 13% 13% 13% 38,5%
CRS 1,5% 1% 1% 2% 2% 1,5%

Source: own calculations using EMS software

Hence, most of the analyzed companies does nat\aeltiie returns to scale, so the
obtained increase in production is less than tloeease in involvement of the
production factors. According to R.D. Banker, W.@Gboper, L.M. Seiford, R.M.
Thrall, J. ZhZ® the presence of non-increasing returns to scateasaumed. This
was the basis for the model specification.

In order to determine the efficiency on the bagdithe returns to scale, the
NIRS model (presented in equations 6-10) was adafotethe analyzed sample.
The average efficiency ratios obtained using thBR®Imodel were presented in
Figure 2. For a comparison, the efficiency ratioat twould be obtained using the
VRS and CRS models were also included in the aisalyfe achieved efficiency
ratios were presented by year (Figure 2).

23 Banker R.D., Cooper W.W., Seiford L.M., Thrall R., Zhu J. (2004) Returns to scale in different
DEA models, European Journal of Operational Rekeatal. 154, p. 359.
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Figure 2. The average efficiency ratio calculatétth use of the DEA method within the
period 2006-201%
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Source: own calculations using EMS software

On the basis of the results showed in Figure 2ait be stated that the
average value of the efficiency ratio in the anety/period was different depending
on the model used. For the NIRS model with noneasing returns to scale, the
average efficiency ratio varied from 0,27 in 20070t36 in 2008 and 2011. The
ratios obtained using the VRS model (Variable Retuto Scale) would be on
average 15% higher compared to the results of tiRSNnodel. While using the
CRS model (Constant Returns to Scale), the effigieatios would be on average
25% lower than the results of the NIRS model. THEeknces in the results are
determined by assumptions of the DEA method, whiak explained in the privies
part of the paper. Technical efficiency score fonstant returns to scale is not
equal to efficiency score for variable returnsdals (see figure 1).

In the context of the conducted analysis, the pged@approach, according to
which the returns to scale dominated in the sarapdedetermined and then the
DEA model specification is prepared for the efficig measurement, seems to be
appropriate. The proposed way of the model selectitows making a choice
of the adequate model for a given sample with @dgyeo the returns to scale and as
a result it allows to a proper interpretation o tiesults. Basing on the conducted
analysis it was claimed that in the analyzed seateach year there is a place and
necessity for efficiency improvement through effesly used manufacturing
techniques reflecting use of inputs in order to ufiacture the output.

24 Due to the fact that while using the DEA method thlative efficiency is determined, there is no
possibility to compare the results between years; Bezat A. (2012) Efficiency of Polish grain
trade companies: an integrated application of SRABREA methods, Universitat Bonn-ILB Press,
Bonn.



110 Sebastian Jagbowski

SUMMARY

A company uses inputs in order to manufacture thgpuh, on the basis
of which the authors define efficiency of companées their ability to transform
inputs into outputs. A manufacturer gains incregsiturns to scale, if he achieves
more than a proportional increase in productioa eessult of an increase in involved
production factors. If this increase is proportipnse are dealing with constant
returns to scale. In the case of an increase idugtmn lower than an increase in
involved production factors one can say about @desing returns to scale.

The deterministic tools, which analytical backgrduis an optimization
problem, (e.g. the DEA method, Data EnvelopmentIygis) are methods for
assessing the returns to scale, as well as effigidrhe methods require all decision
making units to have comparable inputs and outpatscan handle multiple input
and multiple output models.

The DEA method was applied for the assessment efréturns to scale
of enterprises operating in the meat processingoise@he proposed approach
involves determining the returns to scale that e in the sample, then the
specification of the DEA model was prepared in oride assess the enterprises’
efficiency. As demonstrated within the frameworktbé conducted analysis, the
proposed way of model selection allows making gp@ranodel specification and
achieving right results and formulate reliable dosions. It was also indicated in the
article that basing — while determining the retumscale in a given sample — on the
expertise or practices used by other research grafigcts the value of the obtained
efficiency ratios. Hence the article contributes the discussion on the
methodological considerations about the key ecoooissues of efficiency
measurement.
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Abstract: Fuzzy TOPSIS method enables linear ordering ofeatbj
characterized by linguistic variables, which valummstitute expressions
emerging from natural language. Crucial, howevdteroneglected phase
of this method is a selection of the way of introidig linguistic expressions
by fuzzy numbers. Therefore, in this article onggasted a modification
of fuzzy TOPSIS method using Rating Scale Model NIRSo establish
triangular fuzzy numbers. A suggested method esaddéablishing the rank
of objects on the basis of objective criteria anbjsctive weights expressed
in the form of triangular fuzzy numbers. Usabilidf the suggested method
was confirmed by an empirical example, concernimgedr ordering of
selected smartphones models.

Keywords: IRT models, rating scale model, TOPSIS, fuzzy numbe

INTRODUCTION

TOPSIS method belongs to the linear ordering grlgwing for synthetic
assessment of multidimensional objects. In an maigiversion of the method
suggested by Hwang and Yoon [1981], synthetic meaistevaluated on the basis
of Euclidean distance from positive-ideal solutiand negative-ideal solution.
Fuzzy modification of TOPSIS method suggested berC[R2000], enables for
a synthetic assessment of multidimensional objedtsh the implication of
linguistic variables and triangular fuzzy numbd#ewever, this method does not
suggest the way of expressing linguistic variablegriangular fuzzy numbers. The
way of estimating fuzzy numbers’ parameters playsnaportant role in a final
linear ordering of objects according to synthetitecion. Therefore, the purpose of
this article is to present a proposition of fuzZ9HASIS method modification, which
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is based on the implementation of the Rating Sddtelel in estimating the

parameters of triangular fuzzy numbers. A suggestethod assumes that
criteria’'s values are shown on a metric scale, avitliteria’s weights are

introduced in the form of linguistic values. Usépilof a suggested method was
presented on the basis of empirical example.

FUZZY TOPSIS METHOD

Let's assume that a certain set of objé\cE{A|i = l...,n} and a set of
criteria C :{Cj\j = 1...,m}, where X ={Xj|i =1..,n;j= :L...,m} stand for a set

of fuzzy evaluation criterion antiv ={\ij|j = l...,m} a set of fuzzy weights.

Linear ordering of objects with the above outliressumptions is possible among
others through the application of fuzzy TOPSIS radthAn example of applying
this method can be found among others in studiedJgéin and Riadi [2011],
Yayla and in. [2012], Madi and Tap [2011], Matinagt [2011], Chang and Tseng
[2008], Erd@an et al. [2013], Ataei [2013].

Application of fuzzy TOPSIS method requires thecmplishment of the
following steps [Chen 2000]:

Step 1 Calculation of normalized fuzzy evaluation aigie

Z,(X) =nx71 i=1..,n; j=1..m. 1)

Step 2 Calculation of weighted normalized fuzzy evaio@fcriteria:

Vi (X) =W;Z; (%) . 2)

Step 3 Appointing positive-ideal solutionA® and negative-ideal solutiorA”
development:

A =T (0,5 ()57 (0,95 (0}

{(maxw, (1 0 3,), (ming, ()1 0 3,)i = 1.}, 3)
A =0 (0,95 ()77 (0,7, (0}
i(miinvij (9] 0 3,), (max¥, () ] 03, = 1.0}, (4)

where J; and J, are respectively the benefit criterion and the cagerion.

Step 4 Calculation for each object a distance from fpessideal solutiond,” and

negative-ideal solutiond™ (in an original work it is an Euclidean
distance).
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Step 5 Calculation of a synthetic measure:
d- .
L= @...,n). 5
Measure values (5) are normalized in an interv&1>. The smaller the distance

of an object is from a positive-ideal solution &hd bigger from a negative-ideal
solution, the closer the value of a synthetic mema@uito cohesion.

c'=

Step 6 Establishing the objects ranking. The best dljams the biggest value of
a synthetic measure.

FUZZY TOPSIS METHOD BASED ON THE RATING SCALE MODEL

RSM model

RSM model is one of the best known IRTefn Response Model) models. It
was suggested by Georg Rasch [1960] and then eedebg David Andrich
[1978]. This model enables to estimate the chorodability by a respondent of
a certain category, in the assessment of a seléetedscale. Probability depends
on the level of “difficulty” of item scale, “the dly” of the individual and
threshold for a certain category. In accordancen VIRISM model, the choice
probability by the n-th respondent of the category on i-th item scale is
expressed by the equation [Andrich 1978]:

) expjio[ﬁn (a7,
X iexpg[ﬁn ~(g+r,)

k=0

(6)

L,

where: S, — the level of then-th respondent’s ability to give a correct answeer f
I -th item scale,
d — the level of difficulty ofi -th item scale,

7, — threshold forj -th category withini -th item scale.

A presented model allows to convert measure refolts ordinal scale into
interval scale. However, it does not find an amilan and answer in the analysis
of "extreme” patterns on the item scale (e.g. wherespondent chooses extreme
categories like “definitely unimportant” or “deftely important” within all items
scale). An advantage of this model is a fact thatameters concerning
a respondent and item scale are expressed by a@omeasure unit (described as
logit) on the same continuum. It is also necessagmphasise that its application
requires to accept the assumption about one-dimealdly scale (all items scale
measure only one latent variable) and local inddpece of item scale (an answer
for certain item scale is independent from the amdar other suggestions).
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The most important parameters of RSM model, froeilew of conversion
of verbal categories to the form of triangular fuzmumbers, are threshold values
for these categories. Threshold values are appmbinte continuum of latent
variable in the point of characteristic curves ligéetion of characteristic and
adjacent with each other categories. Thereforkreshold value constitutes a point
in which a choice probability of a respondent ohéhe two adjacent categories is
the same and comes to 50%. A detailed charactsrigfithreshold values in IRT
models together with a graphical presentation ohetuLinacre study [2010].

Characteristics of fuzzy RSM-TOPSIS method

Let's assume that a measurement of criteria’s eaflalkes place in a metrical
measure scale. Variables weights are assigned dirext way (by experts,
respondents etc.) through linguistic values (eagy Y¥mportant, unimportant etc.).
In such a case, linear ordering of objects is ftsghrough application of fuzzy
RSM-TOPSIS method. It constitutes the hybrid limkfnzzy TOPSIS method and
RSM model. This method assumes that, criterion teigxpressed in the form of
linguistic values are transformed to the form d@drigular fuzzy numbers with the
application of RSM model. The accomplishment of timethod takes place in five
distinguished stages outlined below:

Stage 1 Selection of criteria for objects’ assessment;

Stage 2 Normalization of criteria’s assessments (ther@ ineed to apply
normalization formula appropriate for metric scgles

Stage 3 Assessment of the criteria’s importance by listjo expressions;
Stage 4 Conversion of linguistic values to the form ogty numbers.

A suggested approach assumes at this stage theofus$#&SM model
procedure. Support for triangular fuzzy numbersdudered linguistic values are
determine in accordance with threshold values, lwlace assigned to certain
categories. Table 1 illustrates formulas neededestablish triangular fuzzy
numbers parameters for each of the categoriesmgistihed within j -th criterion.
An example concerns rating scale with five ordevedbal criteria, which are
properly appointed as follows: definitely unimparta(DUI), unimportant (Ul),
medium important (Ml), important (1), definitely portant (DI).



116 Bartlomiej Jefmaski

Table 1. Formulas for estimating triangular fuzzynbers parameters for linguistic values

Fuzzy number parameters
Category Y P

a b Cc

DUI -4 -4 T,
T.+T

U| Til il 2 i2 Ti2
T..+T.

Ml Ti2 i2 2 i3 Ti3
T..+T.

| Ti3 i3 2 i4 Ti4

DI T, 4 4

Source: own study

In the case of parametes and ¢ of a fuzzy number assigned to the most
beneficial category it is determined on level 4claracteristic feature of RSM
model is a fact that, threshold values for paricwdategories can differ within
criteria of objects’ assessment. It means thatgestgd in this article approach
requires estimation of fuzzy numbers parameteraraggly for each criterion.

Stage 5 Averaging the assessment of significance throudtutzing arithmetic
mean of fuzzy numbers in accordance with an equiatio

W =D W, (7)
i=1
where: W; =(a1-j ,hj,qj) - weight j -th criterion assigned bi-th respondent.

Stage 6 Rating normalized weighted criteria’s assessments
Normalized weighted assessmehtth object according toj-th criterion is

estimated in the following pattern:

Y (x)= W,z (x) (8)
According to the principles of arithmetic of fuzaymbers described among others
in the study of Iron [1998] equation’s result (8)iso a fuzzy number.

Stage 7 Determining a positive-ideal solution and negaideal solution of
development.
According to the fact that, the obtained resultstige 4 have triangular form of
fuzzy numbers, there is a problem of determininigiga’s values for positive-ideal
solution and a negative-ideal solution. Therefohere is an issue of comparing
fuzzy numbers and then a choice of maximal andmahifuzzy number for each
of these criterion. In order to do that, defuzafion of normalized weighted
assessments is suggested, to show for each ofiamitdne best and worst value.
Next, they will constitute a positive-ideal solutis coordinates, depending on the
fact if a criterion influences benefit criterion @wst criterion on synthetic criterion.
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Formulas of defuzzification fuzzy numbers were lmledd among others in the
study of Opricovic and Tzeng [2003].

Stage 8 Calculation the distance of assessed objeats &@ositive-ideal solution
and negative-ideal solution.

It is suggested to apply Euclidean distance imesthg the distance df-th object

from positive-ideal solution and negative-idealusioin. This distance for two

triangular fuzzy numberd and B is expressed by an equation:

~ = 1
a(A8)= L@ -0 +(a-nf +(a-b) ©
Stage 9 Determining the ranking of objects on the basian equation:
C' = 4
di+ + di

The higher the value of synthetic measure is, tlghdr object’s position in
a ranking is.

(10)

EMPIRICAL EXAMPLE

Fuzzy RSM-TOPSIS method was applied to linear andeof 10 selected
smartphones, available on Polish market. Selectedets according to repérof
skapiec.pl, were the most wanted ones in January 201%he models were
characterized by six criteria:

x — screen size (inches),

X,, — screen resolution horizontally (px),

X,, — Screen resolution vertically (px),

X, — resolution of built-in digital camera (Mpx),
X, — quantity of built-in memory (GB),

Xs — RAM memory (GB),

X, — maximal time of conversations (h).

The importance of particulary criteria in using stphones was assessed on
the basis of survey research results (internetesQiywhich was conducted among
smartphones’ users in June 2014 r. This attemptoivparposeful character and its
numerical amount came to 47 respondents.

Criteria were normalized in accordance with a fdamof linear scale
transformation [Shih et al. 2007]. Normalized aiés values were distinguished
in Table 2.

! Special report: Telephones, Servig@kc.pl, January 2014.
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Table 2. Normalized data matrix

Model X %2a Xob X3 X, Xs Xg
Samsung Galaxy S4 19505 0,11 | 0,15 0,15| 0,16 0,14 0,16 0,14
Samsung Galaxy S3 9300 0,11 | 0,20 | 0,20 0,10, 0,14 0,08 0,17
myPhone Next 0,10 0,08 0,08 0,10 0,03 0,08 0,04
Samsung Galaxy S lll mini 181900,09 | 0,07 | 0,06| 0,06 0,07 0,08 0,11
Samsung Galaxy S DUOS S75520,09 0,07 0,06 0,06 0,02 0,06 0,10
Samsung Galaxy Note Il N900b 0,13 0,15 0,15 0,16 0,28 0,28 0,17
Sony Xperia Z 0,11 0,15 0,15 0,16 0,14 0,16 0,11
Goclever Quantum 4 0,09 0,07 0,06 0,02 0,03 0,04 0,04
Apple iPhone 5 16 GB 0,09 0,09 0,09 0,10 0,14 0,08 0,06
Sony Xperia J 0,09 0,07 0,07 0,06 0,02 0,04 0,06

Source: own calculations

The importance of particulary criteria, respondeagsessed through rating
scale, which points constituted linguistic valuedefinitely unimportant”,
“unimportant”, “medium important”, “important”, “danitely important.” None of
the respondents assessed criterion as “definiteignportant” or “unimportant”,
therefore in a further analysis three other lintiaigalues were used.

On the basis of the results of assessments’ impoetand in accordance
with RSM model, characteristic curves were estiohdte all criteria. Graphical
picture of curves was distinguished in Figure 1.

In accordance with a suggested in this article ntbth basis of conversion
of the results of assessments’ importance to the fof fuzzy numbers are the
points of intersection of particulary charactedsturves. These points’ values for
each of criteria were distinguished in Table 3.

In accordance with formulas included in Table ¥, tonversion results is an
expression of linguistic values through triangdlaazy numbers. Estimating within
each criterion an arithmetic mean from fuzzy numskalowed to obtain averaged
weights for each of criterion. Parameters of tridag fuzzy numbers being
criteria’s weights were distinguished in table 3.

Table 3. Threshold values and weights for criteria

Criteria Thresholds Weights
I, 7, a b c
X 0,32 3,16 1,06 2,21 3,30
Xoa -0,08 2,77 0,99 2,25 3,17
Xop -0,08 2,77 0,99 2,25 3,17
X5 -0,28 2,57 0,96 2,18 3,13
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Criteria Thresholds Weights
T T, a b c
X, -0,49 2,36 0,97 2,36 3,17
Xg 0,60 3,44 0,92 2,84 3,15
Xs 0,32 3,16 0,83 1,59 3,08

Source: own calculations with the application ofreRackage of R programme

A graphical form of the obtained average assesshénportance in the
forms of triangular fuzzy numbers was presentedhenbasis of criteriorx, (see

figure 2).

Figure 1. Characteristic curves for criteria
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Figure 2. Average assessment’s importance forrimitex;

fuzzy numbers

0.8

Charf
04

0.0

Source: own study with the application of fuzzyCdelgage of R programme

Normalized weighted assessments of criteria wetiemated in accordance
with arithmetic principles for fuzzy numbers anduation 8. The results in the
form of parameters of triangular fuzzy numbersiat@duced in table 4.

Establishing positive-ideal solution and negatidedl solution requires
recommendation among normalized weighted assessmaatimal and minimal
value. In order to do that through the defuzzifmatmethod presented in the
studies of Ding and Liang [2005] and Wysocki [201@ fuzzy numbers were
compared within each criterion:

o =(a +4n +c)/6 (11)
Because all criteria influence in a benefit way gymthetic criterion, it was
assumed in ideal-point solution for each critennaximal weighted assessments,
however in a negative-ideal solution minimal assesgs. Values for fuzzy ideal-
point solution and negative-ideal solution werdidguished in table 5.

The distance of particulary objects from a posiitkeal solution and
negative-ideal solution was estimated in accordamite an equation (9). The
distance of objects together with the values oftlegtic measure (10) was
introduced in table 6.

In a ranking gained on the basis of a suggestethadethere are objects
very close to a positive-ideal solution as welltlas ones of a very low value of
a synthetic criterion. The highest value of a bBgtit measure was obtained for
Samsung Galaxy Note Ill N9005 model. There are amoa high place in
a ranking, other models like Galaxy S4 19505 andyS¢peria Z. The lowest value
of a synthetic measure gained Goclever Quantund4sany Xperia J models.
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Table 4. Values of normalized weighted criterisssessments
Criteria
No. Model X Xoq Xop X, X, Xs Xg
a|lb|lc|la|b|clal|lbl|lc|lal|lb|c|lal|b|c|la|b|c]|e|bl|c
Vi
1 Isgzrg;ung Galaxy S4 4 15! 0,25/ 0,37/ 0.34| 0,34] 0.48| 0,15| 0.35| 0,49| 0,16| 0,35| 0,51/ 0,13 0,33] 0.44| 0. 14| 0.44| 0.49]0,11]0, 21]0,42
2 %2?;3””9 Galaxy S3 4 111 0.24| 0,35/ 0,23/ 0,23/ 0.32] 0,10/ 0,23 0,33] 0,10] 0,22| 0,31| 0,13 0,33] 0.44| 0,07{ 0.22| 0.25/0,140, 270,52
3 |myPhone Next 0,11] 0.22] 0,33]0,17 0,17/ 0,24/ 0,08/ 0,17] 0,25/ 0,10] 0,22] 0,31[0,03] 0,08] 0,11] 0,07 0.22] 0,25/0,03 0,060, 12
4 ﬁfﬂ;‘f?ggg'axy S 0,09] 0,20| 0,29/ 0,15/ 0,15| 0,22| 0,06/ 0,15(0,20| 0,06 0,14] 0,20( 0,07/ 0,16] 0,22/ 0,07/ 0,22/ 0.25/0,090,180.35
Samsung Galaxy S
5 |oH0S Sy56 0,09| 0,20| 0,29|0,15( 0,15/ 0,22| 0,06/ 0,15/ 0,20| 0,06| 0,14| 0,20| 0,02/ 0,04| 0,05/ 0,06|0,17]0,19|0,090,16/0,32
g |Samsung Galaxy |, 3|4 550 42(0,340,34]0,48| 0,15 0,35/ 0.49| 0,16| 0,35| 0,51|0,27]0.65| 0.88| 0,22/ 0,671 0,7410,140, 270,51
Note 11l N9005
7 |Sony Xperia 7 0,12| 0,25/ 0,37/ 0,34/ 0,34] 0.48] 0,15/ 0,35/ 0,49| 0,16 0,36| 0,51/ 0,13] 0,33( 0,44/ 0,14| 0.44| 0,49]0,090,160,34
8 |Goclever Quantum 40,09] 0,20[ 0,29] 0,15/ 0,15/ 0,22/ 0,06/ 0,15| 0,20] 0,02] 0,05/ 0,08[ 0,03| 0,08/ 0,11] 0,04 0,11]0,23/0,030,060,12
9 é%p'e iPhone 516 |, 591 5 20| 0,29]0,20] 0,20/ 0,29/ 0,09| 0,21/ 0,29] 0.10| 0,22| 0,31/ 0,13|0.33| 0,44/ 0,07| 0.22|0.25/0,050,10]0, 20
10 |Sony Xperia J 0,09] 0.20] 0,29|0,15( 0,15/ 0,22] 0,07 0,16| 0,22] 0,06 0,14| 0,20{ 0,02/ 0,04| 0,05( 0,04 0,11] 0,13]0,050,090,18

Source: own calculations
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Table 5. Criteria’s values for positive-ideal s@atand negative-ideal solution

L Positive-ideal solution Negative-ideal solutipn
Criteria
a b c a b c
X1 0,12 0,25 0,37 0,09 0,20 0,29
X2a 0,34 0,34 0,48 0,15 0,15 0,22
Xo2p 0,15 0,35 0,49 0,06 0,15 0,20
X3 016 | 035| 051 002 005 0,08
X4 0,27 0,65 0,88 0,02 0,04 0,0%
X5 0,22 0,67 0,74 0,04 0,11 0,13
X6 0,14 0,27 0,52 0,03 0,06 0,12

Source: own calculations

Table 6. Objects’ distance from a positive-idedlison and negative-ideal solution
together with the values of synthetic values

No. Model d- d* C, Rslr;lggg
1 | Samsung Galaxy S4 19505 2,71 1,03 0,73 2
2 | Samsung Galaxy S3 19300 1,80 1,94 0,48 4
3 | myPhone Next 0,67 3,07 0,18 7
4 | Samsung Galaxy S Il mini 18190 0,78 2,96 0,21 6
5 | Samsung Galaxy S DUOS S7562 0,47 3,29 0,12 8
6 | Samsung Galaxy Note IIl N9005 3,79 0,08 0,98 1
7 | Sony Xperia Z 2,63 1,12 0,70 3
8 | Goclever Quantum 4 0,07 3,67 0,02 10
9 | Apple iPhone 5 16 GB 1,25 2,49 0,33 5
10 | Sony Xperia J 0,23 3,51 0,06 9

Source: own calculations

SUMMARY

TOPSIS method belongs to the group of most oftepliegh methods in
a linear ordering of multidimensional objects. figzy modification enables to
conduct analyses in the fuzzy information cond#iowhen objects’ assessments
and/or criteria’s weights are introduced in thenfoof linguistic values. It allows
respondents to formulate assessment in a moreahatay than through numbers,
but at the same time it causes that this descnipidess precise and subjective.
A theory of fuzzy sets seems to be helpful andwallfor among others to express
out of vague and ambiguous terms thanks to fuzzynbews. Taking into
consideration a fact that the results of a linealeong of objects can depend on
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parameters describing fuzzy numbers at their etittmahere is a need to apply
appropriate methods.

This article presents a suggestion of fuzzy TOP®Khod modification
based on RSM model. It allows for conversion of #ssessments of criteria’s
importance expressed by linguistic values to thienfof triangular fuzzy numbers.
As it results from the algorithm of a suggestedthis article method, it can be
sensitive for several parameters subjectively amdgea researcher: normalization
formula of variable, distance measure between fumambers and the way of
comparing fuzzy numbers by defuzzification methdtls also worth emphasizing
that, RSM model is one of many IRT models, whicin t@ applied in a fuzzy
TOPSIS method. Therefore, in further research litsg tethod, it is planned to
conduct a conversion of linguistic values to therfof triangular fuzzy numbers,
also thanks to such models like: Partial Credit Mp&Generalised Partial Credit
Model and Graded Response Model.
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Abstract: One of the key tasks of the provincial labour ad§ is the regular

monitoring of the situation on the labour marketincludes assessment of
the equilibrium in each profession, in order toedetine a deficit, balance or
excess in professions. In this paper the resultsa aftudy designed to
determine the condition of groups of occupationgehlaeen presented. The
study was based on a multidimensional analysishef data collected in

regard to demand and supply of labour in termdefibdividual data, which

allowed for a relative assessment of the situatidhe various professions.

Keywords: multivariate data analysis, synthetic index, labmarket balance

INTRODUCTION

Regular monitoring of the situation on the labouarket, including the
development of in-depth analysis at the regiona¢ll¢which covers monitoring
of deficit and surplus in professions) is one & Key statutory tasks of the Polish
provincial labour offices [Ustawa o promocji... 2004h the Podlaskie region,
starting from 2009, this task was accomplishediyp#nmtough the initiatives of the
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Podlaskie Labour Market and Economic Forecastinge@atory. The idea of this
project was to develop a regional system for obgimnd analyzing information
on current trends and projected changes in theoaepnincluding the labour
market), and then to develop a system of dissemmaind exchange of collected
data. One of the measurable results of this projext the regular publication
of a study entitled Podlaskie Map of Occupationd Qualifications (Podlaska
Mapa Zawodow i Kwalifikacji, PMZiK). The annual reqts from the study
covered, among others, a thorough assessment oplysupnd demand
in occupations and groups of occupations in théoregThe assessment of the
situation (balance) in the professions and spéesalin order to determine the
deficit, balanced or surplus professions was iredudn this monitoring. The
analysis of demand and supply of labour was pedrin spatial (at county level)
and time terms (quarterly) [Podlaska Mapa 2014]e Btudy presented in this
paper (in the original and narrower version) was arf the sub analysis
of Podlaskie Map of Occupations and Qualificatid?®14 published by the
Voivodeship Labour Office in Bialystok. The survess conducted by VIVADE
Institute of Research and Analysis. The authorthisfpaper were members of the
research team.

The relationship between the number of job seefteb®ur supply) and the
number of employment positions offered in a giviemet (labour demand) is one
of the key analytical issues in relation to theolab market. Although the
unemployment rate (amounting in Podlaskie 15.19206F) undoubtedly is the
basic economic category associated with the phemomef imbalance in the
labour market, it does not reflect the nature ef ithbalance. The unemployment
rate provides us only with the overall scale of tingbalance. The authors
of a number of theories relating to the labour reaugerceive the causes of such
imbalance in three main areas: structural (infeestiral inadequacy, for example
theory of segmentation), the long-term nature & #djustment process in the
labour market (such as theory of human capitaljabhdsearch) and wage rigidity
(theories of effective wage, insiders-outsidersotie [Jarmotowicz, Knapiska
2011]. Apart from the overall of imbalances, it slibbe emphasized that the
processes taking place in today's labour marketvang complex. The market is
evolving in a dynamic manner and is influenced -addition to structural changes
— by seasonal fluctuations and frequent changégh@ldirect market participants,
both employers and potential employees, try to twtlaphe changes in a flexible
way. As a result, the frequent change of jobs, wgrkpart-time or self-
employment are common phenomena [Stfiakii2013]. The analysis of the nature
of the imbalance as well as monitoring of defigidasurplus in professions and

! The idea and tasks of Podlaskie Labour MarketEswhomic Forecasting Observatory is
described in details at: http://www.obserwatoriuppodlasie.pl/ [15.04.2014 r.].

2 Data source: Local Data Bank, Central Statistizffice of Poland: [http://stat.gov.pl/bdl/;
20.07.2014 r.].
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specialties becomes therefore particularly impart&nch a monitoring allows for
the acquisition of relevant information on the stawe of unemployment, and the
staffing needs of employers. In a wider perspectiteshould also serve to
coordinate the training of the unemployed and mte\a basis for the development
of the educational offer (with particular emphasisvocational training).

In this paper the methodology and results of aystiching at a broader
recognition of the problem of determining the chemof finding a job were
presented. The analysis of disequilibrium was peréa at the level of the groups
of professions. The study was based on a multidsioeal data analysis of labour
demand and supply data, obtained in terms of thdvidual job offer or
unemployed (including jobs in relation to specifiositions and information on
unemployment registered by the district labour ceff). Using a set of eight
variables a synthetic index of the situation in tp®up of professions was
constructed, which allowed for the relative assesgnof the chances of finding
work in groups of professions. The main aim of #tisdy was to rank the groups
of professions and specialties with the use of @sed synthetic index.

RESEARCH METHODOLOGY

Source data

In this paper the databases developed for the PMidéke used. All the
datasets covered the year 2013. The labour sujpdyabnsisted of information on
the number and structure of the unemployed indalgluegistered at the local
labour offices of Podlaskie voivodeship (nearlyt@dusand records). The database
was made available for the study by Voivodeshipdia Office in Biatystok and
contained of half-yearly information on the registt unemployment (at
30.06.2013 and 31.12.2013 as well).The data usdatidnstudy were originally
subject to public employment services reportingd aconsisted of basic
information about the unemployed with regard tof@ssions and specialties
according to the Polish Classification of Occupagioand Specialties 2010
(Klasyfikacja Zawodéw i Specjaldoi, KZiS)3.

The analysis of the labour demand was based opuhkc information on
the jobs offered in the Podlaskie region in 20113e Tatabase of job opportunities
was developed by the EU-CONSULT Ltd. on the basgidocal labour offices
internal databases and a wide range of offers ftbben other sources as well

3 polish Classification of Ocupations and Specisl{feolska klasyfikacja zawodoéw i
specjalnéci, KZiS) is based on the ISCO-08 Internationaihn8tad of Classification of
Occupations developed by the International Labagra@isation and recommended by
EUROSTAT for use in the European Union (Commisst@erommendation of 29 October
2009. concerning the use of the International Stechébr Qualifications (ISCO-08)
Journal. OJ L 292, 10/11/2009 P. 0031-0047).
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[Podlaska Mapa ... 2014]. Therefore a relativelyalor spectrum of job offers was
included in this study as the analysis of the dainaas based on more than 86
thousand records.

It is important to consider a number of restriciarising from the adopted
methodology of collecting data on job vacanciesthe Podlaskie in 2013,
especially when the interpreting of the presentedults is concerned. The
restrictions relate in particular to the issueshsas the scope of the sources
included in the process of collecting data on jalsancies and the methodology
adopted to eliminate repeated records (vacan&é#). regard to the first problem,
the analyzed database contained information gath#remugh the cataloguing
of the jobs in the period 01.01.2013 - 31.12.20A3vide range of data sources
was used in that process, such as public employsemwices, academic labour
offices, regional newspapers, and Internet port@ational and regional).
Nevertheless, the adopted directory, though unduolifypvery wide, does not cover
all sources, in which potential employers publibkiit offers. When the second
restriction is concerned, the elimination of repéabffers included a two-step
selection of advertisements on vacancies. In tisé dtage all the ads that appeared
again in ashort period of time in the source wskgped (all of the offers
published in the same source in less than 14 days tkeated as a repeated offer).
In the second stage the elimination over a valétgources was made. Although
such a procedure was effective, it has to be ag$uhat in the case of certain
professions (such as salesman or sales represeptati which employers conduct
continuous recruitment (there is a large turno¥exroployees), the number of jobs
identified in job advertisements may, however,atiffom the real vacancies.

A continuous identification of deficits and surp#ssin the occupations and
specialties (performed by the Voivodeship Laboufid®j is conducted on a very
detailed data. The lowest level of classificatidroocupations (meaning the most
detailed data — professions and specialties) useleise studies causes, however,
that analyzes are significantly hindered. It prdeki or significantly restricts the
substantive interpretation of the obtained res(iitsth in terms of supply and
demand for labour). Moreover, a detailed analy$ithe quality of data made by
authors, suggests that there are number of emaegard to determining the codes
of professions in the available collections of imfation (both for the unemployed
and job offers).

Therefore, aiming for a broader interpretationtd tesults obtained in this
study, the assessment of the situation on the tabwarket in the Podlaskie
voivodeship was conducted at the level of largaigsoof KZiS 2010 (double-digit
symbol of occupational groups).

Synthetic index development

In order to determine imbalances in groups of oatiops in the Podlaskie
region, and thus answer the question about the celsaof finding work in
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occupations belonging to the groups, an analysisiding the following variables

was made:

X1— the number of jobs other than internships effen the occupational group
in which the Podlaskie voivodeship was indicated atace of work;

X2 — the number of jobs offered in the occupatiagralup in which the whole
Poland or the voivodeship other than Podlaskie wdisated as a place of
work;

X3 — the number of internships in the occupatiomaup;

X4 — the number of abroad jobs offered in the octiapal group;

Xs— the inflow of unemployed to the Podlaskie vaieship labour offices,
classified in the group of occupations;

Xe— total number of unemployed people in the grotipccupations, registered
in the public labour offices (at the end of therypa

X7—the number of unemployed in the occupationaligrwho were unemployed
for a period longer than 12 months, registeredéngublic labour offices (at
the end of the year);

Xg— the number of unemployed in the occupationabgrwho completed their
education within previous 12 months (having gradusatus), registered in
the public labour offices (at the end of the year).

The values of XXswere computed for each of the occupational grolps.
the second stage the standardization of the oltaiagables was made, using the

following formula [Panek 2009]:

u. = (]_)

where:

X;j — Obserwation i oX; variable,i=1, 2, ...,n;j=1,2,..., 8;
X; —mean oD(,- variable;

sj — standard deviation af; variable.

All of the standardized variables of the demana ¢ld-Us) were treated as
stimulants, while supply-side variabless{Us) as destimulants of the analysed
phenomena (situation in the group of occupatiofisg. variables were then used to
compose a synthetic variable, that descibed aivel@ondition of each of the
occupational groups. In the construction of synthefriable the not-pattern
approach was used [Gatnar, Walesiak 2004]. Theevaflisynthetic variable (index
of a relevant condition of the group of occupatjonas obtained according to the
formula:

4
K, :Z;uijwj ‘Zuijo ()
J:
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wherew; stands for weights relevant to the shar&;dh the sum of %X, (for the
demand side variables) orsXs (for the supply). The obtained values of
a synthetic variable were the basis of assignmétitedogroups of occupations to
one of five clusters (Figure 1).

Figure 1. The classification of occupational gre@upaccordance to the the synthetic
index value (‘condition’ of the occupational group)

E_Sk ]E_S_k ]E S_k E+Sk
3 +3

k — mean of synthetic index in the analysed océapak groups;

s, — standard deviation of the synthetic index.
Source: own study

The method adopted in this paper allowed us fontifleng occupations in
which finding a job was very difficult (there wassanificant oversupply of job
seekers compared to the number of jobs offereddrotcupational group). On the
other hand, the groups of professions in whichifigca job was relatively easy
(the number of jobs in the occupational group digmntly exceeded the number of
potential employees) were identified as well.

RESEARCH RESULTS

According to the official data, the total number whemployed in the
Podlaskie voivodeship in 2013 was by nearly 25,0@her than the number of
jobs offered (assuming that the Podlaskie voivogeslas declared as a place of
work) [Podlaska Mapa ... 2014]. The level of dipenecy between the number of
job seekers and the number of available positinrepéecific occupational groups,
however, was significantly differentiated. Accorglito the study there were five
groups of occupations that could be described@setivith the smallest difficulties
of finding employment. The first cluster coverede thiollowing groups of
occupations:  administration  associate  professipnalmformation  and
communications technology professionals, buildingl aelated trades workers
(excluding electricians), business and adminigimati professionals and
administrative and commercial managers (Table LphSa diagnosis could be
confirmed by the structure of jobs and the unengydiosegistered in labour offices
(Table 2). There were approx. 15% of the unemplagedained in the groups of
occupations with a very good situation (taking iatcount both the number of
unemployed on 31.12.2013 {)X and the inflow of the new unemployed in the
period (X%)). At the same time nearly 37% of jobs in whicldRskie voivodeship
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was the place of work (& and nearly half of the jobs out of the regiomn)(X
concerned occupations classified in the first eust

Table 1. Occupational groups with a good or vargdyrelative situation on the labour
market in the Podlaskie region in 2013

Group ID Group name Synthetic index Class
33 Business and administration associate professionals 1,4211 Very good
25 Information and communications technology profesais 1,3191 Very good
71 Building and related trades workers, excluding eieieins 1,2083 Very good
24 Business and administration professionals 1,0663 Very good
12 Administrative and commercial managers 0,9209 Very good
96 Refuse workers and other elementary workers 0,5994 Good
13 Production and specialised services managers 0,4495 Good
83 Drivers and mobile plant operators 0,4474 Good
92 Agricultural, forestry and fishery labourers 0,3017 Good
41 General and keyboard clerks 0,2915 Good
11 Chief executives, senior officials and legislators 0,2614 Good

Source: own calculations

According to the research results, there were @approx. 5% of the
unemployed registered in groups of occupations gathd situation (X Table 2).
At the same time almost 10% of jobs in which Pddiasvas the place of work,
and more than 11% of jobs outside the province e occupations classified
in these groups. Good situation of people represgtiiese groups of occupations
(understood as a relatively high chance of findingployment) was partly caused
by a relatively high percentage of internships goimloffers abroad (respectively
27.3% (%) and 26% (%) of the total numbers).

Table 2. The structure of vacancies and unemployinghe Podlaskie region in 2013 in
the scope of the analyzed variables

Class Labour demand Labour supply
of chr%%aptlone X1 X2 X3 Xa Xs Xe X7 Xs

very good 36,29 46,6% 99% 2320  159% 15,6% 14,8981,2%
good 9,9%| 11,4% 27,3%  26,0% 5,3% 5,4% 6,0% 12{8%
neutral 25,3%| 20,69 34,0% 20,8%  21,6% 21,0% 21}5% 8,5%

bad 21,3%| 14,19 22,4%  152%  31,2% 29,9% 29(4% 21,4%
very bad 7,4% 7,39 6,4% 149%  26,0% 28,1% 28[3%  %6,1
TOTAL 100,0%| 100,0% 100,0% 100,06 100,0% 100,0% ,a%0 100,0%

Source: own calculations
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The situation described as neutral involved app2d%6 of the total number
of persons registered in labour offices in the Bskike region. There were approx.
25% of vacancies addressed to these job-seek#rs negion, and as many as 34%
of total internship offers. Detailed analysis ofe tloccupational groups with
a neutral situation leads to the conclusion thatahwas a relatively high staff
turnover in these professions (such as seller riggeataff, customer service staff,
etc. (Table 3)). It means that it was relativelgye#o find both the job and the
employee in the professions belonging to this grwipich often did not require
special competences).

Table 3. Occupational groups with a neutral situabn the labour market in the
Podlaskie region in 2013

Group ID Group name Synthetic indexClass
52 Sales workers 0,2477 Neutral
14 Hospitality, retail and other services managers 0,2193 Neutral
94 Food preparation assistants 0,2184 Neutral
95 Street and related sales and service workers 176,2 Neutral
34 Legal, social, cultural and related associatéegsionals 0,1771 Neutral
42 Customer services clerks 0,1732 Neutral
44 Other clerical support workers 0,1356 Neutral
54 Protective services workers 0,1349 Neutral
63 Subsistence farmers, fishers, hunters and gather 0,1349 Neutral
53 Personal care workers 0,1114 Neutral
22 Health professionals 0,0657 Neutral
62 Market-oriented skilled forestry, fishery anchting workers 0,0530 Neutral
35 Information and communications technicians 06025 Neutral
82 Assemblers -0,0163 Neutral
43 Numerical and material recording clerks -0,0612 Neutral
32 Health associate professionals -0,0698 Neutral
91 Cleaners and helpers -0,0704 Neutral

Source: own calculations

Among all of the analysed professions the metalchimery and related
trades workers, food processing, wood working, gatmand other craft and
related trades workers as well as science and esgiyg associate professionals
(Table 4) had the most difficult situation on thegional labour market. This
situation is fully reflected in the structure obg there were only about 7% of all
offers related to these professions;,(Xable 2), whereas more than a quarter
of the registered unemployed belonged to the grabpse.
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Table 4. Occupational groups with a bad or very $ituation on the labour market in the
Podlaskie region in 2013

Group ID Group name Synthetic index Class
73 Handicraft and printing workers -0,2702 Bad
74 Electrical and electronic trades workers -0,2799 Bad
81 Stationary plant and machine operators -0,2951 Bad
51 Personal service workers -0,3828 Bad
21 Science and engineering professionals -0,3959 Bad
61 Market-oriented skilled agricultural workers -0,4076 Bad
23 Teaching professionals -0,4546 Bad
93 bgl;(;gger{s in mining, construction, manufacturing an -0,4810 Bad
26 Legal, social and cultural professionals -0,7595 Bad
72 Metal, machinery and related trades workers -1,8284 Very bad

Food processing, wood working, garment and otlest cr
and related trades workers

31 Science and engineering associate professionals -2,5173 Very bad

75 -1,9112 Very bad

Source: own calculation

The classification of occupational groups carriedl ia this paper gave also
a rough estimate on how the vocational schoolseshtational institutions offer
was fitted to the needs of the local labour marketl to the expectations of
employers as well. According to the study, nead$o3of all graduates registered
in labour offices have completed their educatioro@cupations belonging to the
groups with the best situation, and more than 6%ith the worst (Table 2). It
leads to the conclusion of relatively good adjustihef educational offer to the
labour market needs (there was a small percenfagiaduates in the least popular
professions). On the other hand, it emphasizesqtrestion on the quality of
education (it was difficult to take up employmemniediately after completion of
education by the graduates).

SUMMARY AND CONCLUSIONS

The method of assessing imbalances in the regiabalr market presented
in this paper allows for an in-depth analysis @& tdtcupational groups in relative
terms. It allows to formulate general conclusionsterms of both the current
situation and trends (in case of analysing the €fat@m consecutive periods) in
relation to the chances of finding work in grougsoocupations. Furthermore, it
provides a broader approach to the problem ofrii®iance in the labour market
than the analysis including only identificationsefrplus and deficit in occupations
or specialties. The level of generality presentethat paper (meaning large groups
of KZiS, not professions or specialties) increasestransparency of the obtained
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results, and partly eliminates the classificatiomres occurring within the process
of data collection. The assessment of the situatiorihe labour market in large
groups of occupations can be used in the analyseslucted by the public
employment services, educational institutions, mipalities and other entities
participating in the regulation of the labour madried vocational education.
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Abstract: In the article two popular low-frequency methods bid-ask

spread estimation are presented and applied tosttieks quoted on the
Warsaw Stock Exchange (WSE): the Roll method [R&B4] and Corwin-

Schultz method [Corwin and Schultz 2012]. The wydalailable data on
average spreads published by WSE are used as barictamd proxy of

information, usually received from difficult to and limited high-
frequency financial data
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INTRODUCTION

Transaction costs are any payments for an opptytafiexchange of the
good from one party of the transaction to the othiéey are inherently part of a
market microstructure. Estimation and analysisrafgaction costs are important
for portfolio managers, regulators and scholare @tsts of transaction executions
are significant determinant of the investment pennce since the net profits can
be substantially reduced by these costs. Thougtading cost is often a small
fraction of the value of a single transaction,dnd-time horizon such expenses can
considerably lower the return attained by the imm@etation of the investment
strategy, especially when many purchases or sedeequired. This is particularly
important in the area of algorithmic and high-freqay trading which has been
developing fast in recent years. Whether transaatimsts are handled effectively
or not by the asset manager can thus make allreifée in possibility to
outperform a given benchmark, for example a stoodlex. Moreover the
transaction costs are in practice the measureqofdity which is the essential
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concept in financial theory and practice, sinceefiresents the ease with which
financial instruments can be traded. Monitoringuidty risk, which means
monitoring the amount of transaction costs, is ohéhe main tasks of financial
regulators, particularly after the crisis of 2008 was the time that due to the
shortfalls of liquidity, some funds were not in @b redeem their units. The funds
operating in the money market were particularlgetéd, because they methods of
investing required high degree of liquidity.

Typically, in investment management, three majairses of transaction
costs are taken into consideration: commissions @ther direct fees, bid-ask
spreads and market impact [Elton et al. 2010], f@h&t al. 1999]. The expenses
such as broker commissions, taxes, and other femsdigect and predictable
therefore they usually are not included in thentjtetive analysis of transaction
costs.Market impact refers to the effect of the ordertba price of the traded
security. Thisconsists in inducing by the order the movementefyrice against
the order maker that is upward when buying and adeavd when selling. Thus, it
is a source of transaction costs. The market imaet complex phenomenon
which, despite numerous articles on this subjeanot explained and quantified in
a satisfactory manner. However, in practice it uefices only very large
transactions and can be neutralized by splitting trder and executing it
incrementally over a longer period. The most impattsource of the transaction
costs appears to be the bid-ask spread and estimattithis cost based on easy
available financial data is the subject of thisdgtuThe bid-ask spread is the
difference between the highest bid price and thnesb ask price for the stock; it
measures the loss from buying a share of stocklerdimmediately selling it. It is
a common measure of market liquidity and costsriecuby investors [Anand and
Karagozoglu 2006]. Some authors include the bidsslead in market impact,
given that it is a market phenomenon, in oppositercommissions and taxes
[Grinold and Kahn 2000]. Bid—ask spreads are soomamt in market
microstructure that researchers must have reliedtienators for spreads if they are
to have substantial research on financial markeétdditionally, with the
development of electronic trading in stock markeitsestors, exchanges, and
regulators are likely to be interested in precigk-&sk spread estimation methods.
An accurate bid—ask estimator can help to compagetransaction costs in two
competing markets. Moreover, the reliable spreéichasors could help to optimize
the investment strategies. The aim of this papty examine the possibility of bid-
ask spread estimation based on low-frequency data Warsaw Stock Exchange.
The transaction costs in the polish stock marketeweonsider before in the
literature, see, for example [OIBr2012] or [Gniadkowska 2012] but it seems that
there is no study on estimation of bid-ask spressktl on easy available data for
polish stocks, though the methods of estimationpaesent in financial theory at
least from the work of [Roll 1984]. Thus, in my on, this article may be
considered as the contribution to fill the gaptudges on the structure of the polish
stock market.
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LOW-FREQUENCY VERSUS HIGH-FREQUENCY DATA

In recent years the growing popularity of high-frieqcy data has been
observed. It is driven by the rapid developmentcomputer and information
technologies which enable to effectively handlehvehormous sets of data. The
average daily number of number of observationsddicively traded NYSE stock
can be higher than 20000 [Zivot 2005]. Transactioguotes data observed in time
periods shorter than once a day are called higjufrecy data, in practice the
length of time interval between consecutive momeitsbservations is very short
and measured in seconds. The full information orketgprices contains tick-by-
tick data where tick refers to the change in theepof a security from trade to
trade. The tick-by-tick data are the highest pdedifequency data. In the extreme
case, when the analyst has access to full recora¢hafacteristics of each
transaction then one can talk about ultra-highdesgpy data. The high-frequency
financial data sets have been widely used to stwahjous aspects of market
microstructure. At first sight, the higher the nwentof independently measured
observations, the higher is the precisions of egton and the better model of
market behavior can be obtained, however the gtuas not as simple as it
appears. The very detailed financial data can cengs®/ problems. Some of them
may result from human input errors, such as tygngrs leading to data outliers.
Other errors may be computer system errors, sucreasmission failures which
lead to data gaps, and database bugs causing degedrtime series observations
[Zivot 2005]. Cleaning and correcting the data bancumbersome. Furthermore
tick-by-tick data are very noisy, because of digcngrices and nonsynchronous
reporting which may deform inferences based ondstiah statistical models. The
enormous number of data enforces the need of tanstoming data handling and
filtering techniques. The sets of high-frequenciadare materially limited. In the
US markets transaction data are only availableesiri83 and in many countries
they are not available at all [Goyenko et al. 200%je presented problems with
high-frequency data are sufficient to justify theed of the reliable bid-ask spread
estimator based on low-frequency data by which hmeasy accessible daily
characteristics of stocks such as opening pricsiray price, low price, high price
and trading volume. Researchers have an accesgclodata over a long price
history and in many markets. The US daily stoclkumet and volume data are
available from the Center for Research in Secumyices (CRSP) for
NYSE/AMEX firms from 1926 to the present and for SBAQ firms from 1983
to the present. A wide variety of services prouvid@ly stock returns and volume
data for international equity markets. For examglBpmson Financial's Data-
stream provides the considered data for more tldaco@ntries from 1994 to the
present and daily stock returns for several dewslaparkets from the early 1970s
[Goyenko et al. 2009]. Thus, reliable low-frequespyead proxies enable research
of the bid-ask spread for a long time period anchynaarkets. High-performing
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low-frequency spread measures would be very heljgfulhe theory of market
efficiency and in corporate finance. Such estimmasre needed to verify whether
described in literature trading strategies thateappto generate significant
abnormal returns are truly profitable net of a te&ly precise measure of
transaction costs. Moreover, spread estimatorssacomuntries would greatly
extend the potential diversity of international manate finance environments to
analyze [Holden 2009]. Recent articles providedatonsthat there is a chance of
useful estimation of high-frequency benchmarks leans of low-frequency spread
proxies in stock market [Goyenko et al. 2009], igneexchange market [Karnaukh
et al. 2014] and it seems that there is a hopa frccess of low-frequency spread
estimation in other types of markets where bid askiprices appear. In fact, most
studies published in financial literature deal witkv frequency, regularly spaced
data.

ESTIMATORS AND THEIR EVALUATION

In the financial literature there exist quite a fnem of methods of low-
frequency spread estimation, a good overview oh @stimators one can find, for
example, in [Anand and Karagozoglu 2006], [Corwimd aSchultz 2012] and
[Goyenko et al. 2009]. In this paper | test thel@gpility of two of them on polish
stock market: Roll estimator [Roll 1984] and Corvohultz estimatdr[Corwin
and Schultz 2012]. The Roll method appeared adirietool for measuring the
bid-ask spread by means of easily available fir@ndiaily data. Although
nowadays intraday data are widely available, rebess still frequently use this
estimator or its extensions in applications suchf@sexample, asset pricing and
testing market efficiency [Corwin and Schultz 2012he popularity of the Roll
estimator may result from the fact that it enablles rapid measurement of
transaction costs solely on the basis of the olseprices [Doman 2011]. As
describes [Roll 1984], the method requires only ghiees, so it is very cheap. It
requires two major assumptions [Roll 1984]:

1. The asset is traded in an informationally efficiemarket.
2. The probability distribution of observed price cbes is stationary (at least for
short intervals).

The Roll estimate of the spread understood asefagive proportion of the
actual or theoretical price is given as follows:

S=2y-co I:e(’RHl (1)

where R and R, are rate of returns over a dhyandt +1 respectively.

L also known as high-low estimator
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If the returns are arithmetic then the formula kolpproximately [Roll
1984], it holds exactly for logarithmic returns [Dan 2011]. The elegant
derivation of the Roll formula can be found in [Algeand Hodges 2012].

The method of Roll was later modified and extendBteaney and Li 2014]
even classify the bid-ask estimators as the Radtilfaof estimators and the other
ones. Although simple and based on reasonable assms, the Roll method is
strongly impaired by the fact that ebout half the cases the autocovariance
positiveThe common ad hoc way to deal with this probleto iset Roll spreads to
zero in these cases [Corwin and Schultz 2012].

[Corwin and Schultz 2012] spread estimator usesddily high and low
prices to estimate the spread. It assumes that:

1. the daily high price is a buyer-initiated trade dne daily low price is a seller-
initiated trade

2. the percentage spread is constant over the 2-diayagi®n period

3. the true, unobserved price follows a geometric Briaw motion with zero drift

Especially the first assumption is a brilliant idelaich seems to be very well
adjusted to market reality.

Let H? and LY denote the observed daily high and low price, eetgely,

on dayt. Moreover, IetHle and L?'t+1 be observed high and low, respectively,
over the 2 day$ andt +1. Then, the paramete8 and y are defined as follows:

ol B ]

The valueS of the Corwin-Schultz spread estimator in its iord form is
determined by the equations [Corwin and Schult2201

S:M (3)
1+€”
goN2B-B_ [y @
3-22  \3-2/2

The last equation can be, by means of elementaapsformations,
significantly simplify and present the formula far in the following, more
appealing form [Karnaukh et al. 2014]:

a=Q+2)yB-y) ®)

In practice, 8 can be calculated as the sum over two days ofdoered

daily natural logarithms of the proper high/lowioat[Karnaukh et al. 2014]. The
results of [Corwin and Schultz 2012] suggest thethsapproach produces more

S
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accurate estimates of average monthly spreadsajyamoximation of the expected
value by averaginfj over the month.

There are a number of implicit assumptions undegyhe high—low spread
estimator which are usually not true in practiceotder to benefit effectively from
the considered method it is good to make the faligwadjustments which are
described in detail in [Corwin and Schultz 2012]:

» adjustment for overnight price changes
« adjustment for the same price for all daily trades
« adjustment for the negative values of the estimates

To evaluate the performance of bid—ask spread asiims it is natural to

examine two issues:

1. how much the estimates differ from the real bid-smlead

2. to what extent they exhibit the same behavior assfiread in different trading
environments and time periods.

With regard to the first issue, one uses mean atese@rror (MAE) or root
mean squared error. Both measures capture bothidlsein the estimate and its
variability. Lower values of the considered errordicate that the estimated bid-
ask spreads are closer to the actual spread. Sdesnd can be studied by
calculation the correlations between the estimatad actual spreads. The higher
the correlation the closer similarity of behaviat estimates and true spreads.
[Corwin and Schultz 2012] carefully study the setdssue and find that the
accuracy of their model in terms of correlationvesy good. Interestingly, they
devote very little attention to the question ofoerof estimation. They write in the
footnote that calculated mean absolute errors basethe difference between
monthly spread estimates for each of considerethém estimators and monthly
effective spreads from TAQ (trades and quotes da&across all sample months,
and present the results of these calculations.tk&r high-low method, mean
absolute error was 0,9%. Taking into account that dimple average effective
spread from TAQ across all stock-months was 2.38%, can easily compute that
the ratio of these values which is the relativeorris about 38%. It is not
dramatically bad but the simulations of [Bleaney dri 2014] reveal that the
Corwin-Schultz estimator may be yet seriously bias®hen it comes to the Roll
method, it is rather commonly known that is famirgatisfactory with respect to
both aspects of performance assessment.

EVALUATION OF SPREADS OF THE STOCKS LISTED
ON THE WARSAW STOCK EXCHANGE

The estimation concerns the stocks quoted on thesdWaStock Exchange
(WSE) in 2013. From 460 stocks of which averageuahrspreads have been
published in WSE Statistic Bulletin for the yearl30 took a random sample of 30
stocks. The average annual spread from the bulletinbenchmark by which the
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accuracy of low-frequency estimation is measurde: fequirements from a share
to be taken into account in drawing were very ldWwey were the following:
1. the full record of daily data (247 days) and norbajuous name, in the
quotations archive in the portal http://www.gpwisti@fa.pl

2. non-zero spread in 2013 WSE Statistic Bulletin

This approach quite strongly differs from standaréthods of stock
selection described in academic literature wheutallysthe criteria are much more
demanding. But in my opinion such high requiremamésdesigned for the comfort
of researchers rather than for managers and asayseal financial markets. Of
course, applying the given estimator to some setlath may be theoretically
unjustified, though numerically possible. But atben the obtained result is the
indicator of the method accuracy. The completelteswe presented in table 1.

Table 1. Annual average spreads and Roll and Ce8ehultz estimations

Stock name Average spread Roll estimatio Corwin-Brlestimation
ALCHEMIA 0,87% 0,78% 0,94%
AVIASG 1,59% 0,00% 0,77%
BSCDRUK 3,56% 2,09% 1,45%
BUDIMEX 0,58% 0,00% 0,64%
BYTOM 2,26% 3,95% 1,65%
CASHFLOW 3,41% 0,00% 1,40%
COALENERG 1,58% 0,00% 2,11%
ERBUD 1,61% 0,00% 1,26%
FERRUM 1,82% 2,09% 1,05%
GETINOBLE 0,60% 1,40% 0,72%
INPRO 3,59% 1,57% 2,59%
INVISTA 3,35% 2,48% 2,28%
IQP 2,72% 2,10% 1,55%
IVMX 2,87% 2,03% 1,95%
KDMSHIPNG 4,18% 0,46% 1,90%
KOMPAP 0,91% 3,35% 1,35%
LENTEX 0,72% 0,00% 0,42%
MAKRUM 2,15% 0,00% 1,31%
MILLENNIUM 0,41% 0,00% 0,81%
MIT 1,92% 1,32% 2,01%
PCCINTER 2,91% 1,04% 0,89%
MOSTALZAB 1,06% 0,00% 1,10%
PLAZACNTR 2,53% 4,81% 2,90%
PRAGMAFA 1,25% 1,74% 0,29%
SANWIL 4,45% 3,77% 3,23%
SKOTAN 0,81% 0,00% 0,97%
TESGAS 1,93% 0,00% 1,14%
TRITON 4,01% 0,00% 1,82%
VARIANT 2,68% 0,00% 1,72%
VINDEXUS 1,89% 0,00% 1,03%

Source: WSE Statistic Bulletin 2013 and own caltofes based on data from
www.gpw.infostrefa
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In 14 cases the Roll estimates is 0 which mearnstiigaautocovariance is
positive and it is consistent with common knowledigat positive autocovariance

happens in about half cases. also calculated ttrelation coefficientsr,,, and
rsbetween the averages spreads from 2013 WSE Bubetinthe Roll and the
Corwin-Schultz estimators, respectively and vetifitheir significance by the

where r is the

standard significance test with test statistics r >

1-r
correlation coefficient andh is a number of observations. The following results
were obtained p is the p-value):

et = 029Q p=012006
res = 0790 p =0,0000!

It is apparent from the carried out calculationattthe Corwin-Schultz
estimator is much better than the Roll one witlpees to the similarity if behavior
to the actual spread. The results do not even morifie relationship between the
Roll estimates and actual spreads. One may suiizdhis is due to small sample
but on the other hand it was large enough to pstna:g interdependence between
the Corwin-Schultz estimator and true values otagr

Then, the mean absolute errd$AE,,, and MAE.4 of the Roll and the
Corwin-Schultz estimators were computed:

MAE, = 151%
MAE. = 085%.

The results provide clear evidence that the Corwsthultz method
outperforms the Roll estimation with regard to emwbmeasurement. The ratio of

MAE_s and the average value of actual spread in thelsampelow 40% which

is not small value but seeming acceptable frompiat of view of the bid-ask
spread assessment in practice.

CONCLUSION AND PERSPECTIVE FOR RESEARCH

The paper by demonstrating the difficulties witgHifrequency data argues
that low-frequency estimation is important. Two plap estimators based on daily
data are applied to the polish shares. The obtaiesdts show that the Corwin-
Schultz estimator is an effective tool to measure bid-ask spread for stocks
quoted on WSE on the basis of daily data and unsmbiguously better than the
popular Roll method, in this task. The aim wasireal by confirmation of the
usefulness of the Corwin-Schultz method in thegboitock market. Moreover, the
performed calculations for the polish market, conéid the properties of both
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estimators known from the previous literature.. Shedy was done with the small
sample size and concerned only one year. The haxtansion of this article

could be considering larger sample and longer peréd. Moreover, it interesting
to see how the situation changes when not annualasuit is in [Corwin and

Schultz 2012], monthly average spreads are coreider

REFERENCES

Anand A., Karagozoglu A. K. (2006) Relative perfamse of bid—ask spread estimators:
Futures market evidence, International Financiatkdis, Institutions and Money, 16,
pp. 231 — 245.

Bleaney M., Li Z. (2013) The performance of bid-agkead estimators under less than
ideal condition,
http://www.nottingham.ac.uk/economics/documentsigision-papers/13-05.pdf

Bleaney M., Li Z. (2014) A new spread estimator,
http://www.nottingham.ac.uk/economics/documentsigision-papers/14-01.pdf

Corwin S. A., Schultz P. (2012) A Simple Way to iffstte Bid-Ask Spreads from daily
High and Low Prices, Journal of Finance, 67, pf@ +759.

Doman M. (2011) Mikrostruktura gield papieréw waddiowych, Wydawnictwo
Uniwersytetu Ekonomicznego w Poznaniu, P@zna

Elton E. J, Gruber M. J, Brown S. J., GoetzmannNA(2010) Modern Portfolio Theory
and Investment Analysis, John Wiley & Sons, Hoboken

Gniadkowska A. (2012) Wptyw ptyndoi obrotu na ksztattowaniegsstopy zwrotu z akcji
notowanych na Gieldzie Papieréw Wddowych w Warszawie, Zaggdzanie
i Finanse, 10, pp. 563 — 570.

Goyenko R. Y., Holden C. W., Trzcinka C. A. (2009) liquidity measures measure
liquidity?, Journal of Financial Economics, 92, ip3 — 181.

Grinold R. C., Kahn R. N. (2000) Active Portfoliodlagement, McGraw-Hill, New York.

Holden C. (2009) New low-frequency spread measu@stnal of Financial Markets, 12,
pp. 778 — 813.

Karnaukh N., Ranaldo A., Sdderlind Paul (2014) Ustdanding FX Liquidity,
http://www1.vwa.unisg.ch/RePEc/usg/sfwpfi/WPF-13i8.

Olbrys J. (2012) Tarcie w procesach transakcyjnych i jkgasekwencje, Prace Naukowe
Uniwersytetu Ekonomicznego we Wroctawiu, 254, pil-1189.

Roll R. (1984) A simple implicit measure of the effive bid-ask spread in an efficient
market, Journal of Finance, 39, pp. 1127-1139.

Sharpe W. F., Alexander G., J., Bailey J. V. (199%9)estments Prentice Hall, Upper
Saddle River.

WSE Statistics Bulletin, http://www.gpw.pl/pub/stsityki roczne/2013_GPW.pdf

Zhang H., Hodges S. (2012) An Extended Model ofeéiffre Bid-ask Spread,
http://www.cass.city.ac.uk/__data/assets/pdf_fé/0128068/H.Zhang.pdf

Zivot E. (2005) Analysis of High Frequency Finamclata: Models, Methods and
Software. Part |: Descriptive Analysis of High Fuegcy Financial Data with S-PLUS,
http://faculty.washington.edu/ezivot/research/hilees.pdf



QUANTITATIVE METHODSIN ECONOMICS
Vol. XV, No. 2, 2014, pp. 144 -156

THE REFERENCE POINT METHOD APPLIED
TO DECISION SELECTION
IN THE PROCESS OF BILATERAL NEGOTIATIONS

Andrzej Lodzinski
Department of Econometrics and Statistics
Warsaw University of Life Sciences - SGGW
e-mail: andrzej_lodzinski@sggw.pl

Abstract: The paper presents a method of supporting thesidecselection
in the process of bilateral negotiations. The niagjoh process is modeled as
using a multi-criteria optimization. The method fofding solutions is the
interactive selection process of some proposals.pénties shall submit their
proposals to the subjects of the negotiations. & pesposals are parameters
of the multi-criteria optimization tasks. Selectioof solutions is
accomplished by solving the optimization task wirameters that define
the aspirations of each party involved in the niagions. Finally, evaluation
of the solutions obtained by the parties is done.

Keywords: negotiation process, multi-criteria optimizationquédably
effective decision, scalar function, method of thference point

INTRODUCTION

The paper presents a method of supporting the idecgelection in the
process of bilateral negotiations. Negotiationwedp agree the decisions when
different interests of participants occur. Negdatias are carried out to reach
a more favorable result than that which can beeaeld without negotiation.
Negotiating parties could benefit, coming to theeagnent with each other,
in comparison to the situation when they act saphrawell arranged agreement
is better for the parties than no agreement ataall, some agreements are more
favorable for both parties than others. In the demmegotiations, the parties not
only want to reach an agreement, but they are tapfar the optimal agreement —
i.e. the agreement that would be the best for patties.
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Negotiations are characterized by a lack of cleuti®ns and the necessity
of taking into account the preferences of all gattiThe process of bilateral
negotiations can be modeled using game theory. sbhaion is then the Nash
cooperative solution or Raiffy-Kalai-Smorodinskyligmn [Luce, Raiffa 1966],
[Malawski i in. 1997], [Raiffa 1998], [Straffin 2@].

The work is devoted to apply a multicriteria optation to support decision
making in negotiation process. The process of éniddtnegotiations is modeled
as a multi-criteria optimization tasks. The metloddiecision selection is based on
an interactive selection of some proposals of &nist i.e. the algorithm requires
the reaction of parties during this process. Th&gsmsubmit their proposals for the
subjects of negotiations; these proposals are pdessn of the multi-criteria
optimization task; this way the task is solved. Ahéhe parties evaluate the
solution: they accept it or reject it. In the set@ase, the parties shall submit new
proposals - the new values of parameters and titdgmn is solved again for these
new parameters. The process of selection of soligimot a one-time process, but
an iterative process of learning by parties abloeitnegotiated problem.

MODELING OF THE NEGOTIATION PROCESS

The negotiation process is modeled as an intemctigcision-making
process. Each party presents its proposals ofisofutThe negotiation process is
then the process of seeking a common decision, hwteconciles the interests
of both parties. The parties are trying to find amenon compromise solution.
Decisions require voluntary consent of both partdes are taken together, not
unilaterally. Both parties have to accept thosesi@ts.

During the negotiation process, there are manyuifft purposes, which are
implemented using the same set of feasible solsiti®he negotiation process is
modeled by introducing a decision variable thatcdbss the solution as well as
two evaluation functions evaluating the solutioanfrthe point of view of each
party. During the negotiations, each proposal ialweated by either party by its
evaluation function. Such a function is a measursatisfaction of a party with
a given solution. It evaluates the degree of radbm of each subject
of negotiations by each party. Higher value of thumction means higher
satisfaction of a party, so each function is maxedi The basis for evaluation and
solution selection are two functions of evaluatighe criteria for both parties.

We assume the following terms:

party 1 and party 2 - parties in negotiations,
n - the number of subjects for negotiation,
x U X, — solution - a decision, the parties of which aragree,

belonging to a set of feasible decisions
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Xo OR", X=(X,X%,,...,X,) - each coordinate,i =1,...,n
definesi —th subject of negotiations,
fl: X, - R™ — the evaluation function of decisionby party 1,

f1=(f1,f1,,...,f1 ) - vector function ,
which determines the degree of realization of souby party 1,
f2: X, - R™ — the evaluation function of decisionby party 2,

f2=(f2,f2,,...,f2.,) vector function,
which determines the degree of realization of souby party 2.

The problem of a decision selection has the muifieiga character. The
decision is characterized by a complex evaluationction, wherein the first
component is a function of evaluation of the decisby the first party and the
second component is a function of evaluation ofdbeision by the other party.
Each party wants to maximize its evaluation functiout it must take into account
the existence of the other party. The selectiosabfition is done by using both
evaluation functions.

The negotiation process is considered as a tastutii-criteria optimization

with the function of purposd =(f1, f2):
max{( f1(x), f2(x)): xO Xy} (1)

where:

XU X - vector of decision variables

f =(f1 f2) — the vector function which maps the decisioacspX
into evaluation spac¥, (] R™"™,

X, —the set of feasible decisions.

Task (1) is to find such feasible decisiot] X,,, for which ml+m2

evaluations takes the best values.
Task (1) is considered in the evaluation space, the following task is
considered:

ma{y = (yLy2): yUY} (2)
where:
X[ X — vector of decision variables,
Y=L Y2) = (Y Yons Yoz Yeaeme) — VECtOr quality indicator;
individual coordinatesy; = f,(x), 1= 12..,ml+m2 represent single

scalar criteria, firstil coordinates are evaluation criteria of a solubign
party 1, the next coordinates are evaluation riaitef a solution by party 2,
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m=mil+m2 - dimension of the criteria space,
Y, =(f1, f2)(X,) — a set of achievable vectors of evaluation.

The set of achievable resul§ is given in the implicit form - through a set
of feasible decisionsX, and mapping of a model = (f1, f 2) . To determine the

value Y, the simulation of the model is needgd= (1, f 2)(x) for xOX,.

The purpose of task (1) is to help in the selectbrsuch a decision, which
takes into account the best interests of both gmftiewandowski and Wierzbicki
1989], [Ogryczak 2002], [Wierzbicki 1984].

EQUITABLY EFFICIENT SOLUTION

The solution in the negotiation process shouldsBatiertain properties that
the parties accept as reasonable. The solutioridsheu

e optimal solution in the sense of Pareto — i.e. ghahyou can not improve
the solution for one party without worsening thduson for the other

party,

e symmetric solution — i.e. that it should not dependthe way the parties
are numbered, no one is more important, the paatiesreated in the same
way in the sense that the solution does not depenthe names of the
party or other factors specific to a given party,

* equalizing solution - that is, a vector that hass leariation of coordinates
of evaluation is preferred in comparison to theteewith the same sum of
coordinates, but with a greater diversity of cooades,

e the solution should take into account the strergfththe parties in the
negotiations.

A decision, which satisfies these conditions is equitably efficient
decision. This is Pareto-optimal decision whichis§igs additional conditions —
anonymity and the axiom of equalizing solution.

Not dominated results (Pareto - optimal) are deffiag follows:
Y,={g0Y,:@+D)nY, =0} (3)

where:

D =D\ {0} — positive cone without the top. As a positive coimean be

adoptedﬁ = R" [Gérecki 2000], [Lewandowski and Wierzbicki 1989].

In the decision space, the appropriate feasiblésides are specified. The
decision XX, is called effective decision (Pareto - optimalf, the

corresponding vector of evaluatiogn= f (X) is a not dominated vector.
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In the multi-criteria problem (1), which is used gelect a decision in the
negotiation process, the relation of preferencesilshsatisfy additional properties:
anonymity property and property of equalizing soluit

This preference relation is called an anonymousitioel if, for every
assessmentsy = (VY,, Y,,..,Y,,) JR™ and for any permutationP of the set

{1,...,m}, the following property holds:

(yP(l)'yP(Z)“"'yP(m)) = (Vi YareosYim) (4)

No distinction is made between the results thadedih their arrangement.
Evaluation vectors having the same coordinates,ifwt different manner are
identified.

Relation of preferences satisfies the axiom of kgug transfer if the
following condition is satisfied:

for the evaluation vectoy = (y,, Y,,---,¥,,) OR":

Yo > Y. =>y-elg +elg. -y forO<y, -y. <e (5)

Equalizing transfer is a slight deterioration ofbatter coordinate of the
evaluation vector and simultaneously improvemeniagboorer coordinate, giving
the evaluation vector strictly preferred in compan to the initial evaluation
vector. This is a structure of equalizing — theleaon vector with less diversity
of coordinates is preferred in relation to the wectvith the same sum of
coordinates, but with a greater diversity of cooates.

Not dominated vector satisfying the anonymity propend the axiom of
equalizing transfer is called a equitably not-daa@al vector. The set of equitably

not dominated vectors is denoted b&w. In a decision space, the equitably

efficient decisions are specified. The decisi@nl X, is called the equitably
efficient decision, if the corresponding evaluati@ttor y = f (X) is an equitably

not dominated vector. The set of equitably effitidacisions is denoted b}ZOW

[Ogryczak 2002].
The relation of equitable domination can be exmésas the relation of
inequality for cumulative, ordered evaluation vestoThis relation can be

determined with the use of transformatioh:R™ - R™ that accumulates
coordinates of decreasing order in the evaluatemtor.

The transformatiod : R™ — R™ is defined as follows :

T()=YT () fori=12..m ©

1=1
where:
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T(y) is the vector with decreasing ordered coordinafethe vectory,

Le. T(Y) = (T,(Y), To(Y),-- T(Y)) , whereT,(y) < T,(y) <...< T, (V)

and

there is a permutatio® of the set{l,...,m}, such thatT,(y) =y, for
I=1..,m.

The relation of equitable dominatian,, is a simple vector domination for

the evaluation vectors with coordinates which areuenulated values of ordered
evaluation vector [Ogryczak 2002].

The evaluation vectoly® dominates in equitable way the vectyf if the
following condition is satisfied:

vz, ¥ e T(y)2T(Y) (7)

—w
Solving the problem of decision selection in thegat@tions process
consists in determination of equitably efficient cidgon that satisfies the
preferences of parties.

SCALARING THE PROBLEM

For determination of equitably efficient solutiomsmulti-criteria task (1) a
specific multi-criteria task is solved. It is thesk with the vector function of the
cumulative, ordered evaluation vectors, i.e. thiedang task:

m§>{(T_1(y),T_2(y),---,T_m(y)): yOYe} (8)

where:
Y =(Yys Yp»-e-Y,) — €valuation vector,

T(y) =(T,(y),T,(y),....T(y)) cumulative, ordered evaluation vector,
Y, — set of achievable evaluation vectors.

An efficient solution of multi-criteria optimizatiotasks (8) is an equitably

efficient solution of the multi-criteria task (1).
To determine the solution of a multi-criteria t§8k the scalaring of this task

with the scalaring functios: Y xQ — R' is introduced:
max{s(y, y) : x1 X} (9)
where:
Y=(Y,¥,,.--,Y,,) — evaluation vector,
y=(.Y,,....Y.,) — control parameters for individual evaluations.
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It is the task of single objective optimization vigpecially created scalaring
function of two variables - the evaluation vectptlY and control parameter
yOQ OR™. Itis the functions: Y xQ - R'. The paramete¥§ = (V,, V,,...,,,)

is available to the parties, it allows them to esvithe set of equitably efficient
solutions.

A optimal solution of the task (9) should be a soluto the multiple criteria
task (8). A scalaring function should satisfy certgroperties - property of
completeness and property of sufficiency. The pritgpef sufficiency means that
for each control parametey the solution of the scalaring task is the eqlytab

efficient solution, i.e.yD\?OW. The property of completeness means, that by

appropriate changes of the paramejeiit can be achieved any solution(] \?OW.

Such afunction completely characterizes the ellyitaefficient solutions.

Inversely, each maximum of such a function is amtagly efficient solution. Each
equitably efficient solution can be achieved withm& appropriate values of
control parametery .

Complete and sufficient parameterization of the afeequitably efficient
solutionsY,,, can be achieved, using the method of referenaw fari the task (8).

This method makes use of aspiration levels as alopéirameters. Aspiration levels
are such values of evaluation function that satiséydecision owner.
The scalaring function in the method of referenaimfs as follows:

S(y,9) = min (T(9) ~T(7) +£ 0> (T () ~T(9) (10

where:
Y =(Y;, Y,r---Y,,) — evaluation vector,

T(y) = (T(y), T,(¥),....T..(Y)) - cumulative, ordered evaluation vector,

Y=Y, Y.,) — vector of aspiration levels,

T(Y) = (T,(Y), T,(Y),....T,,(¥)) - cumulative, ordered vector of aspiration
levels,

& — arbitrary small, positive adjustment parameter.

Such scalaring function is called function of agkm®ent. The aim is to find

a solution that approaches as close as possiblspeeific requirements — the
aspiration levels.

Maximizing this function with respect toy determines equitably efficient

solution ¥ and the equitably efficient decisiok. Note, the equitably efficient

decision X depends on the aspiration leveJs [Lewandowski and Wierzbicki
1989], [Ogryczak 2002], [Wierzbicki 1984].
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SET OF NEGOTIATIONS

The aim of the complex negotiations is not only dehievement of an
agreement between the parties, even if it is beia¢for both parties, but finding a
solution that meets the expectations of partiesash as possible and, if it is not
worse than a solution attainable without negotietio

Before starting the negotiations, parties shouldsm®er what is the result
they can achieve if negotiations are not successhéd status quo point. This point
is the result which can be achieved by each paittyowt negotiation with the other
one. If the parties can achieve the resydt= (y1s, y2s) without negotiations -

part 1 can achieve the resyis, part 2 - the resuly2s, then, no one party will

agree to the worse result. During negotiationgjggmwant to improve the solution
in relation to this point. The status quo pointedetines the strength of the parties
in the negotiations and, what is their impact anrésult.

The set of negotiations is a collection of equifabbminated evaluation
values dominating the status quo point.

The set of negotiation is as follows:

B(You ¥5) ={9 = (91,92) 0¥y, 0912 yls(92 > y25} (11)
where:

y=(y14y2)0OY,, — equitably not-dominated vector for the ¥g},

ys = (yls, y2s) — status quo point - the result, which can beeagd by

both parties without agreement.

A set of negotiations embraces the points from dée of equitably not-
dominated results, which give each party at leastmach as it can achieve
individually (without negotiation).

The parties wish to find such a decision[] X, that the corresponding

evaluation vector y=(y1,y2)=(f1LX), f2(X)) belongs to the set of
negotiationsB(\? ,¥S) [Luce, Raiffa 1966], [Raiffa 1998].

METHOD OF SOLUTION SELECTION

The solution to multi-criteria optimization task) (& the set of equitably
efficient decisions. In order to resolve the prablthere should be selected one
solution that will be evaluated by both partiescgithe solution is a whole set, the
parties shall select the solution with the helpaofinteractive computer system.
Such a system allows us a controlled overview @f Whole set. Each party
attending the negotiation determines its propos®dtisns as aspiration levels.
These are the values of evaluation of individuajatiation issues, that each party
would like to achieve. These values are controlapeters of the scalaring
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function. For these values the system indicate$erdifit equitably efficient
solutions for analysis; they correspond to curkaties of the control parameters.
The aim is to find solutions which meet, as close pmssible, the specific
requirements — aspiration levels.

The method of decision selection is as follows:

1. The initial arrangements.

2. lterative algorithm - proposals for further deciso

2.1. The interaction with the system - parties defineirthproposals for
individual subjects of negotiations, as aspiratienels y1 and y2.

2.2. Calculations - giving another solution from the s#t negotiations,
Y =(yLy2)OB(Yoy, ¥s)-

2.3. Evaluation of the obtained solutiong=(Yy1,y2) — the parties may
accept the solution or not. In the latter case,piidies shall submit new
proposals — they provide new values of their asipma levels
yland Y2 and a new solution is determined (see sec. 2.2).

3. Determination of the decision that meets the regouénts of both parties.

A choice is not a single act of optimization, butdgnamic process of
searching solutions. That means the parties leaincan change their preferences
during the process. Comparing the results of theuation Y1 and y2to their

aspiration pointsyl and ¥y2, we see that each party has information about what
is and what is not achievable, and how far theigmrproposalsyl and y2 are

from the possible solutionyl and y2. This allows the parties to do appropriate

modifications of their proposals: to provide theiew aspiration points. These
levels of aspiration are determined adaptively muyrihe learning process. The
process ends when the parties find such a decisibich allows them to achieve
results that meet their aspirations or, in a seaseas close as possible to these
aspirations.

The method of finding a solution is show at Figlire
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Figure 1. The method of decision selection

Model of the negotiation process
max{s(y,y):ye¥;

A A

=

=l
<
[\
>

Part 1 Part 2

Source: own work

This method of decision selection does not impase rigid scenario on
parties and allows them to change their preferenteéle solving the problem. As
we see, parties are learning about the problemnduthe negotiation. The
computer does not replace the parties in seleatibrsolution. It should be
witnessed that the entire process of solution sele¢s controlled by both parties.

EXAMPLE OF BILATERAL NEGOTIATIONS

To illustrate the method of decisions selectiontlia process of bilateral
negotiations the following example is shown [GoI&tOQ].
The negotiation problem is as follows:

part 1 and part 2 — the parties attending the tretgms,
n=2 - number of subjects for negotiations,

X = (X, %)X, - adecision that the parties are to agree andhbelongs to set
of feasible decisions(, 0 R?,

X, - the decision concerning the first subject ofyot&ations,

X, - the decision on the second subject of negotiatio

Xo ={(%, %) OR?: =2 +3[X, < 27, 60X, +7[X, <175, 0<x <21 0<x,<13}

- the set of feasible decisions,

f1: X - R f1(x) = 2—2)(1 —%xz — evaluation function of decisiox by party 1,

f2:X - R f2AX) :—zilx1 +§x2 — evaluation function of decisiox by party 2,
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ys=(ysl, ys2) = (L0, 1) - status quo point.

The resulting task is a typical optimization praoblevith parameters that
every party may dispose. It is solved with the o$ea standard optimization
software (Solver in Excel).

As a first step of the multi-criteria analysis,iagée-criterion optimization of
evaluation function of each party is done. The ltdswa matrix of implementation
goals, containing the values of all criteria of lkegarty, received during solving
two single-criterion problems. This matrix allows the estimation of the range of
changes of each evaluation function on the feasibleas well as provides some
information about the conflictual nature of evaloatfunction. The matrix of the
implementation of goals generates an utopia vaejpresenting the best value of
each separate criterion.

Table 1 The matrix of the implementation of goalthwhe utopia vector

o o Solution
Optimized criterion yl y2
Evaluation by the party 1yl 20 -4
Evaluation by the party 2y2 -2,85 7,52
Utopia vector 20 7,52

Source: own calculations
The Table 1 shows a clear advantage of party &gotiations.

The multi-criteria analysis is presented in Table 2

Table 2. Interactive analysis of seeking a solution

Iteration Evaluation of party 1 Evaluation of pazty
yl y2
1. Aspiration pointy 20 7,52
Solution y 15,33 0,66
2. Aspiration pointy 15 7
Solution y 14,99 0,83
3. Aspiration pointy 14 6,5
Solution y 13,33 1,33
4. Aspiration pointy 13 6,5
Solution y 12,99 1,83
5. Aspiration pointy 12 5
Solution § 11,99 2,33

Source: own calculations
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At the beginning of the analysis, the parties dpetieir preferences as an
aspiration point equal to the utopia vector. Thaulting solution clearly prefers the
first party and it is not acceptable to the othenty— it is worse than its status quo
point. To improve the solution, the first party veds its requirements in the next
iteration. The result is a slight deteriorationsmiiution for the first party and a
slight improvement of solution for the other parfyhe solution still does not
exceed the status quo point of the other partysulbsequent iterations, the first
party still reduces its requirements and the obtiisolutions are now better than
the status quo point of the other party. They bexonore rewarding for it. The
analysis shows, that the solution depends in afsignt way from the first party,
which has a stronger position in negotiations aad anpose a solution. For

iteration 5 the relevant decisions are as follow= (L881,888).

Final selection of a specific solution dependstanparties” preferences. The
example shows that this method allows the partiegexplore the capabilities
of decision-making during the interactive analysisd to search a mutually
satisfactory solution.

CONCLUSIONS

The paper presents a method of modeling a proddstateral negotiations
in the form of multi-criteria optimization task. i¢ used to support the decision
selection. The model of the negotiation process msilti-criteria optimization task
allows us to create variants of decision and tckttheir consequences.

The method of interactive analysis, based on tfereece point, is applied
for multi-criteria task with a cumulative, orderedaluation vector. It allows us to
determine solutions, well-tailored to the partiesef@rences. The numerical
example shows that the proper computational tafssiexftly can be solved by the
standard optimization software.

This procedure does not determine the final sahjtiout supports and
teaches the parties about the specific negotigaroblem. The final decision is to
be taken by the parties involved in the negotiaion
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Abstract: The research discussed in the article concerned |ével

of development of agriculture in Poland. The mam af the study was to
verify the hypothesis of convergence of the ecowosize of farms. The
analysis confirmed the existence Pfconvergence, however, showed no
occurrence ot-convergence ang-convergence. Based on the results of the
analysis of marginal verticgd-convergence, Poland was divided into two
clubs with different paths of development. In onketleem the process
of convergence was confirmed, but in the second theephenomenon of
divergence was revealed.

Keywords: agricultural development, economic size of thermfa
[B-convergences-convergencey-convergence

INTRODUCTION

The subject of research that has been discusstt iarticle was the level
of development of agriculture in Poland, more @elsi, the answer to the question
whether private farms are able to reach a simifeellof agricultural development,
regardless of their location. In the paper, theneouc size of the farm, that
describes its potential production capacity, wasopgetl as a measure
of development.

Since the authors’ interest had focused on the lizgqtian of the level
of agricultural development between regions, thannmam of the study was
therefore to verify the hypothesis about the cogerce of economic size of farms
in Poland. The average in the province, privatemfatas the research unit.
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During the study, different types of convergencaenanalysed, both the
basic — beta, sigma and gamma, as well as lesslgsopuvertical marginal
B-convergence and club convergence.

Economic size of farm does not reflect all aspesftsthe agricultural
development. In other paper, the authors [Muasky, Muller-Faczek 2013]
presented a broader approach to the analysis alabhelopment of agriculture, in
which the economic size of a farm was only one aomept of the synthetic
variable.

THE ECONOMIC SIZE OF FARM

FADN (The Farm Accountancy Data Network) is an Pp@an system for
accountancy data collection from agricultural farhhgs one of the tools used by
the EU for creating Common Agricultural Policy. Ferparticipating in FADN are
classified according to Community Typology for Agritural Holdings. One of the
criterion for this classification is the economieesof the farm.

Economic size of a farm is a sum of all StandardpOu® (SO) for all
agricultural activities existing in that farm. leskcribes the potential production
capacity of the farm. Farmers — FADN participdntsestimate the economic size
of their farms, using standard output coefficientsyoluntary basis.

For the purposes of their study on the regionaktigoment of agriculture in
Poland, the authors have constructed, for eachipmeya measure as similar as
possible to the economic size, defined by FADNdaingle farri Computations
were based on the regional coefficients of standatgut and the annual data on
major crops and acreage of basic animal husbar&liyempirical data were
derived from the Local Data Bank of CSO from theigme 2004-2012. Due to the
lack of data in public statistics, some productsrewaot taken into account,
e.g. mushrooms, flowers and ornamental plants. ,Thhe economic size
of the region was divided by the number of farmshi@ province. Estimated this

! Detailed information on the topics covered in tbhispter can be found in: Goraj L.,
Bocian M., Cholewa I., Nachtman G., Tarasiuk R.1@20Wspotczynniki Standardowej
Produkcji "2007" dla celéw Wspdlnotowej Typologiio&podarstw Rolnych, Institute
of Agricultural and Food Economics, National Reshdnstitute, Warsaw.

2 Standard Output is defined as the average monesdng of the agricultural output of an
agricultural product (crop or livestock) over thefarence period of 5 years, per 1 ha or 1
head of livestock per a year, in average productonditions in particular regions.
Standard Output coefficients, used for the calcutadf economic size, are different for the
four Polish regions. In this way local conditiorfseach region are reflected.

3n Poland a group of approx. 12100 farms.

4 Details of the calculations and the values ofebenomic size of the average farm in each
province can be found in: Muiller4azek |., Muszyiska J. (2014) Zmiany wielkoi
ekonomicznej polskich gospodarstw rolnych w lata@B4-2012, The Annals of The Polish
Association of Agricultural and Agribusiness Econstsy vol. XVI, no.3, pp. 205-210.
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way the economic size of the average farm in tiggoreformed the basis of the
further research.

RESEARCH METHODOLOGY

Verification of the hypothesis about assimilatiohtbe regions in terms
of the level of agricultural development proceededthe basis of analysis of the
various types of convergence of the economic dizeenaverage farm. There were
beta, sigma and gamma convergence, widely disclissbd literature The study
was extended by the analysis of marginal vertigzabnvergence. Based on its
results, Poland was divided into two clubs withfediént paths of development.
Then the hypothesis regarding club convergencevedsoverified.

B-type convergence

The phenomenon dB-convergence occurs when there is a constant over
time, negative correlation between the level ofahalysed process and its growth
rate. It means the regions with initially lower éwf the investigated process will
catch up the better developed provinces. The asabfsthis phenomenon was
based on the dynamic panel data model in the form:

Vit
Yit-1

In =ag —a1InYit—1 +7i + Ui, (1)
where:

Y —the analysed process,

« i —the number of the regionF 1, ..., N,

* t — number of periotl= 1, ..., T,

* 57i — group effects,

* Uiy — error term.

A positive value of the parametey, in equation (1), proves the existence of
B-convergence, a negative value means the occurofrdigergence phenomenon.
When theB-convergence occurs, the speed of convergetacequilibrium — the
point at which all the regions are at the samell®fedevelopment — can be
estimated as followsS = —In(1-ay).

In order to estimate parameters the dynamic paatel mhodel, described by
the equation (1), is transformed to the model:

5 An extensive discussion of these topics can badpinter alia, in Kusidet E. (2013)
Konwergencja gospodarcza w Polsce i jej znaczenisiyganiu celéw polityki spojnei,
Wydawnictwo Uniwersytetu todzkiego, téd Wolszczak-Derlacz J. (2007) Wspdlna
Europa, réne ceny — Analiza proceséw konwergencji, CeDeWuyd&wnictwa Fachowe,
Warszawa and tamiewska E., Goérecki T., Chmielewski R. (2011) Kongencja
regionalna, Wydawnictwo Uniwersytetu EkonomicznegBoznaniu, Pozria

6 The rate of catching up.



160 Joanna Muszjska, lwona Muller-Fgczek

Yit =ao t A~ a1)Yit-1+7; +Uuit, (2)
where yj; =InYj; .

Model parameters can be obtained using the Bluratedl Bond System
Generalized Method of Moments Estimator (GMM-sy$he quality of the
estimated model is verified on the basis of siatistest$. The basic ones are: the
Arellano-Bond test for autocorrelation and the &ardest of over-identifying
restrictions. The last one evaluates the correstnéshe selection of instrumental
variables during estimation stage in the senséeaif being uncorrelated with the
error terms of the first difference model. The Aarb-Bond test verifies the
assumption regarding autocorrelation of the modebreterm. The model is
properly specified if the test provides no groufasrejecting the null hypothesis
about the absence of the second-order autocoorlefithe first difference model
error term. Occurrence of the first-order autodatien resulting from the model
construction is an expected phenomenon.

¢-type convergence

The existence of-type convergence is not tantamount to the presence
of o-type convergence [Wolszcak-Derlacz 20@#Lonvergence is a necessary but
insufficient condition fors-convergence occurrence. The last one occurs wieen t
diversification of values of analysed variable agoagions decreases in time. In
practice, this means a significant change in vahfemeasures of dispersion or
concentration of variable distribution.

In the study to evaluate changes of the dispersibreconomic size
distributions the variance equality test was apbliechtenberg 1994]. To verify
the null hypothesis of the statistical insignificarof changes in the dispersiptine
Snedecor’s F statistic was used. The empiricalevafuF-statistic was calculated as
the ratio of the variance for outermost (2004, 3Qi&iods of study.

Because thes-convergence analysis using the variance equadity was
based only on the first and the last year of tivestigated period, the research had
been expanded. To evaluate the changes in consgecutiits of time the
parameters of linear trend models for the variatmrefficient (a measure
of dispersion) and Gini coefficient (a measureaiaentration) were estimated.

" The detailed descriptions of the estimation meshaxd the statistical tests used to assess
the quality of the dynamic panel data models cafobed, among others, in: Baltagi B.H.
(2005) Econometric Analysis of Panel Data, Johnewik Sons, Ltd., Chichester and
Danska-Borsiak B. (2011) Dynamiczne modele panelowdadaniach ekonomicznych,
Wydawnictwo Uniwersytetu £ 6dzkiego, téd

8 The null hypothesis of equality of variance in tgamined periods means lack of
o-convergence ¢-divergence.
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y-type convergence

The subject of the next stage of the study wasittadysis ofy-convergence.
In order to verify the existence of this type oheergence the rankings of objects
were created. Each province in each year of thdyswas assigned a rank in
respect of an examined variable. Gamma convergencers when the regions
have changed their ranking position.

As before, the analysis covered changes of thangskor outermost years
as well as the whole investigated period. In bo#lses, compatibility of the
rankings was assessed using Kendall's coefficiecrmcordance.

Marginal vertical B-type convergence

In order to extend the analysis, contribution afiividual regions to the
process offf-convergence was also examined. The concept of inargertical
B-type convergence, proposed by Batdg [2010], wasd ur that purpose.
Coefficients of marginal verticdl-convergence/ff) were calculated according to
the formula:

g =p8-p""1, 3)

where S is a speed of convergence of ail regions ands™ means a speed
of convergence aft1 regions (without province).

This method allowed to point out the regions tred b positive and negative
influence on the process of alignment of the |®@felgricultural development.

Club convergence

The final step of the study was an attempt to @wvRblish provinces into
two groups (clubs) of a different nature from tleenp of view of convergence in
the level of agriculture. The results of the anialysf the marginal vertical
B-convergence were used for that purpose.

Depending on the sign ofi coefficient, calculated in accordance with
equation (3), the clubs of negative and positivpdot on the convergence process
were distinguished. Then, for each club separatbbta, sigma and-type
convergences were examined.

THE EMPIRICAL RESULTS

B-convergence analysis

The analysis ofp-convergence was the first stage in the process
of verification of the main hypothesis of work aboassimilation of Polish
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provinces in terms of agricultural development. Tihedel of 3-convergence,
described by equation (2), was estimated. It thekfvllowing empirical forrf

Vit = 0557+ 0949yt 1. (4)

The correctness of the estimated model was verifig@dg statistical tests.
The results are compiled in Table 1.

Table 1. The test results for model describedduagons (4)*

test value of the test statistigs p-value
Oo 0,488 0,6253
1-a, 8,831 0,0000
AR(1) -2,527 0,0115
AR(2) -1,412 0,1578
Sargan 14,677 0,9984
Wald 77,984 0,0000

*-verification was conducted at 5% level of sigoéince
Source: own computations

All the tests confirmed the proper specificatiorttod model. The Arellano-
Bond test gave no arguments for rejecting the mydlothesis about the lack of the
second-order autocorrelation of model error terfiiso the Sargan test provided
no grounds for rejecting the null hypothesis. Thetruments applied during the
estimation process were not correlated with theoreterms of the model.
Significance of the parameter estimates was praged) the Wald test.

The characteristics ¢#-convergence are shown in Table 2. A positive value
of the coefficienti, confirmed the hypothesis of the occurrenc@-abnvergence.
The average speed of convergence was estimate®%#5per year. The time
required to cover half of the distaftbetween the average level of economic size
of farm and the economic size of farm in the stestdie was estimated at 13 years.

Table 2. The characteristics [dttype convergence

a1- model parameter S — speed of convergence (%) — half-life (in years)
0,051 5,25 13

Source: own computations

c-convergence analysis

Since the presence @-convergence is a necessary condition for the
existence ofs-type convergence, a positive verification of thgdthesis of the

9 All computations, presented in the paper, weréopered in GRETL.
10 Half-life was calculated as follows: =—In(05)/ .
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occurrence of that first phenomenon gave groundthdonext stage of study —
analysis ob-convergence.

In the analysis based on the variance equality ¢tesering the first and the
last year of the study, there was no significamrel@se in variance, and hence the
hypothesis of-convergence has not been confirdded

To assess the changes in consecutive units of thmeeparameters of linear
trend models of the variation coefficient and Gauefficient were estimated.
Table 3 presents the results.

Table 3. The parameters of linear trend models®fariation coefficient (V) and Gini
coefficient (G)

measure trend slope p-value
variation coefficient (V) 0,0078 0,0003
Gini coefficient (G) 0,0042 0,0004

Source: own computations

Since the parameters of empirical models did ndicate a downward
tendency (the slopes of the trends were statibtisanificant, but positive) it was
concluded that there was noconvergence. Positive values of the parameter
estimates of the time variable showed a slighteiase in the dispersion of the
examined phenomenon, i.e. the existencetype divergence.

y-convergence analysis

In order to determine the occurrence yefype convergence, Kendall's
concordance coefficient was used. The analysisredvehanges of the rankings
for outermost years as well as the whole investidaperiod. In all cases,
concordance between the rankings of regions wash hagd statistically
significant?. That meant the lack of changes in the arrangesmeftregions
—i.e. the lack of-type convergencé

The values of Kendall's concordance coefficientsesalibing the
compatibility of the arrangements of regions, ane values of test statistics are
compiled in Table 4.

11 The empirical value of F-statistic amounted to6l#hd provided no arguments for
rejecting the null hypothesis about the lack ofglgna-type convergence.

12 Since in case of small samples (e.g. the samplgs d?olish provinces)?-statistic, due
to the adopted values, can lead to errors of llatype, to test the significance of Kendall's
concordance coefficients t-statistics also weredu@ze: Kusidet (2013) Konwergencja
gospodarcza w Polsce i jej znaczenie wageniu celow polityki spéjneci, Wydawnictwo
Uniwersytetu +6dzkiego, £ &4.

131n all cases, the null hypothesis of the presarigetype convergence has been rejected.
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Table 4. The values of Kendall's concordance coffits and the test statistics

rankings Kendall's concordance coefficients?-statistic | t-statistic
2004 and 2012 0,974 29,206 | 15,937
all 0,975 131,559 16,253

Source: own computations
Analysis of the marginal verticalf3-convergence

Since the results of estimation of the model (2yehaonfirmed the
occurrence off-convergence of economic size of the average fanmsext step
of the study was to assess individual province rdmution to this phenomenon.
According to equation (3), coefficients of marginartical B-convergence were
calculated. They were used to define a positivesgative impact of the region on
the speed of convergence. The values of the casftare shown in Table 5.

Table 5. The values of coefficients of marginaktieal B-convergence (%)

province bi significance province o Bi significance
dolncélaskie -4,21 + podkarpackie -1,12 no
kujawsko-pomorskig 0,01 no podlaskie 0,14 no
lubelskie 1,28 no pomorskie 1,56 no
lubuskie 6,94 + Slaskie 0,45 no
todzkie -0,55 no Swietokrzyskie -1,99 no
matopolskie -2,34 no warminsko-mazurskie| -1,21 no
mazowieckie 1,57 no wielkopolskie -0,01 no
opolskie -0,25] no zachodniopomorskie 2,6p +

Source: own computations

The analysis of the coefficients' significatfceevealed that lubuskie and
zachodniopomorskie have contributed to the convergef agricultural level of
development whereas dokigskie province has had a negative impact on the
speed of that process.

Analysis of the club convergence

The analysis of verticgl-convergence allowed to identify groups of regions
that differed in the influence on the convergeneess. The first one consisted of
provinces with the negative imp&ct There were the following regions:
dolncélaskie, todzkie, malopolskie, opolskie, podkarpackiayictokrzyskie,

14 The statistical significance of the coefficientasrassessed by comparing the coefficients
values and their standard deviation. The coeffisiemith absolute value greater than the
standard deviation were considered to be statitisgnificant.

15 B coefficient was negative.
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warminsko-mazurskie and wielkopolskie. The second growgfuded regions that
positively influenced the speed of convergéhc&he “positive impact club”
consisted of provinces: kujawsko-pomorskie, lubelskubuskie, mazowieckie,
podlaskie, pomorskig|askie and zachodniopomorskie.

It seemed natural to use these results in orddmtb the different path
of development for each group, i.e. to apply theulte of vertical convergence
analysis as the basis for the analysis of club eayence.

The final step of the study was to analyse the emyence process in each of
the suggested clubs. In the "positive impact clulife phenomenon
of B-convergence with the rate of 17,6%, was confirnimlzertheless, in this club,
as for the whole country, sigma pitonvergence were not demonstrated. In the
"negative influence club" the occurrence Bilivergence phenomenon with rate
of 0,06% was revealed.

SUMMARY AND CONCLUSIONS

The results of the study, described in the papanficned the occurrence
of the phenomenon @-convergence of the economic size of the averaiyatpr
farm in the regions. The analysis did not demotestrahe existence
of o-convergence of-convergence. Therefore the main hypothesis ofvwtbek
regarding the assimilation process of economic sizearms between regions in
Poland has not been unambiguously confirmed. Hokyetree actual results
of B-convergence seem to indicate that the processesyudlization of level
of agriculture in Poland occur, but maybe due shart period of the study it was
impossible to verify them based on other typesooivergence.

In addition, during the analysis of vertical ma@ajifs-convergence, the
regions, that have a significant positive impacthom process of aligning the level
of agriculture in Poland, were indicated. Theseemdse provinces: lubuskie and
zachodniopomorskie. It was also pointed to délskie as the region that inhibits
this process. Furthermore, based on the resulthefanalysis of the vertical
marginalf3-convergence, Poland was divided into two club$ wifferent paths of
development. The results for one of the clubs warmeilar as for the whole
country, i.e. the existence d-convergence was confirmed, the occurrence
of c-convergence anglconvergence were not demonstrated, whereas isettend
club the phenomenon gtdivergence was revealed.

16 positive value of3 coefficient.
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Abstract: Income distributions can be described by measufesentral
tendency, dispersion, skewness, kurtosis or byxesleof polarization. In
numerous studies, Gini coefficient and Lorenz cuhave been used to
investigate inequality of incomes. Income distribng can also be analysed
in comparison to one another. In the article twoasuees belonging to
Csiszar's divergence class have been used to fidetite degree of
differentiation of income distributions among the Eountries in 2005 and
2012. Similar and dissimilar countries with respiectlistribution of income
have been identified and the change of divergefdelbcountries income
distributions between 2005 and 2012 has been &skeEsropean Union
Statistics on Income and Living Conditions (EU-S)L@ataset has been
used.

Keywords: income inequalities, income distribution, Csiszélivergence

INTRODUCTION

Income levels and income distributions draw attentiof researchers,
especially those analysing labour markets, socilcy and poverty. Many
of studies concern the processes of income conweeger divergence, while other
explore the properties of income distributions Juding income inequalities, e.g.
(Jedrzejczak 2012) and (Quintano et al. 2009). Inahele, Csiszar's divergence
measure have been applied to assess income inggnalEU countries, and to
identify the degree of differentiation of incomestiibutions of all EU countries in
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2005 and 2012. Similar approach to analyzing digaiity of distributions
of economic variables has been used in (TomczyR R{Podolec et al. 2011) and
(Wedrowska 2011).

MEASURES OF DIVERGENCE

The importance of measures of distance betweenapility distributions
arises because of the role they play in problemmfefence and discrimination
[Ullah 1996]. Divergence measures based on theeminaf information-theoretic
entropy were first introduced in communication tlyeby Shannon in 1948 and
later developed by Wiener in 1949. These typesexdsures describe the degree of
similarity between a pair of probability distriboms.

One of the most general probability measures whialis a significant role
in information theory is the well known Csiszai-divergence [Csiszar 1967].

Csiszar'sf-divergence between a pair of discrete probabdistributions:

P =(py,pPa, .. .0, ) andQ = (g4,q2, ... .G, is defined as:

C(P.Q) =Xk a:r (2), (1)
where f :[0,0) - [0 is a convex function satisfying(1) =0, F'(1) =0,

f"(1) »0and atx=0, 0 f{%) =0 andD-f (E) = lim I (Menéndez et al.

X—oo X

2003).

A number of information theory measures are merilg particular cases
of Csiszar'sf-divergence. A list of-divergence measures is provided in (Taneja
2004), (Taneja 2008) and @¥owska 2012). In the article Jeffreys-Kullback-
Leibler divergenceXdivergence) and Jensen-Shannon divergeidiyergence)
have been used in order to measure the degreendarsly between a pair or
multiple income distributions.

J-divergence is a function of Kullback-Leibler digence, thé-divergence,
or the relative entropy, which assesses the diksityi between a pair
of probability distributions. Thédivergence is defined as:

I(P_. Q} = E?:lpiiagi E)J (2)

for probability distributions? = (py,pz, - , ) @NAQ = (qq, gz, - , G-

It is well known that-divergence is non-negative, additive, but not sytmio. The
I-divergence is coincident with Csiszarfsdivergence for convex function
(Wedrowska 2012):

fer = xlogax. 3)
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The sum of the two mentioned divergences is Kuklsasymmetric divergence,
also known as thel-divergence (Cavanaugh 1998). To obtain a symmetric
measure, one can define:

J(P,Q) = 1(P,Q) +1(0,P) = S (mi—a)loga (2 (4)
The J-divergence coincides witfrdivergence for convex function (Reid et al.
2009):
fi={x—-1)log,x. (5)
The properties of-divergence are discussed in (Seghouane et al) 2Q@febvre
et al. 2010) and (Taneja 2013).

Lin introduced an information-theory based divelggemeasure regarding
two or more probability distributions (Lin 1991) dawn as Jensen-Shannon
divergence. It is based on the Shannon entropyisimdlated to the Kullback-
Leibler divergence. ThéS-divergence is defined as:

JS(@PY=H(=2) -2 (H(P) + H(Q)), (6)
whereH(F) = ¥, p;log,p; is the Shannon entropy.
Jensen-Shannon divergence is the difference bettileBhannon entropy of the
mean density and the mean value of their entropies.
The Jensen-Shannon divergence is a symmetrizednandthed version of

the Kullback-Leibler divergence:

1 P+ P+
s, =31 (2 58) +1(e2)] Y
It coincides with Csiszar'tdivergence for convex function (Taneja 2005):
x x+1 2
fis(x) = Slogax +——log; (’_H). (8)

Discussion of properties of JS-divergence can bedan (Menéndez et al. 1997),
(Lamberti 2008) and (Grosse 2002).
The generalization of JS-divergence is defined.asX991):

15(Q, P) = H(my P + m,Q) —my H(P) — myH(Q), 9)

where my,m; =0, m4,+m, =1 are arbitrary weights for the probability
distributionsP and Q. SinceH is concave function)S(P,Q) is nonnegative and

equal to zero, wherP = . For an arbitrary set of probability distributions
Py, Ps, -, B, with weights 1y, 5, ,T,, = 0, 2j=1 ™ = 1, the Jensen-Shannon
divergence is defined by:

IS(PLPEJ"'JPm} =H(EE1WEP§}_E?;1WEH(PE}- (20)
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DIVERGENCE OF INCOME DISTRIBUTIONS OF EUROPEAN UNND
COUNTRIES

In this part of the article an analysis of divergemf income distributions
of the EU countries is carried out. The analysigrexeded by the investigation of
income inequalities in the European Union countine2005 and 2012. In order to
assess countries income inequalities, Gini coeffic- one of the most popular
measures of income concentration, as well as Simaamimopy have been presented
(table 1). Gini coefficient values have been takemn EU-SILC database (for
disposable income after social transfers). Sharevdropy for each country has
been calculated for income distributions repregknby shares of national
disposable income in the relevant decile as pesigentf total national disposable
income.

The value of disposable income after social trasgtedependent on:

- labour market outcomes, such as: wages of emedoyawr profits of self-
employed, which in turn can be a result of labowarkat institutions (e.g.:
minimum wages, flexible employment contracts retjoes), dispersion of
qualifications, or discrimination, e.g. against ilgnants or employees working
in flexible employment forms,

- transfers, which are part of countries’ tax aodia policies.

High level of income inequality can be an effectrafreased variation of wages (or

profits), and (or) low degree of income redistribatachieved by social transfers,

and fiscal policy in general.

Data in Table 1 show that in 2005-2012 period ineomequalities
decreased in majority of EU countries. Latvia ameé¢ Mediterranean countries:
Portugal, Spain and Greece can be identified asetheith highest income
inequalities throughout the whole period. Two leastlthy countries in the EU —
Bulgaria and Romania, which joined the block in 2000th have above-average
income inequalities in 2012. High inequalities dmd level of average incomes in
these countries indicate that there is a threat shdstantial groups of their
societies, earning incomes in the first severallele®f the income distribution,
could be at high risk of poverty. This situatioreates a challenge for economic
and social policies pursued by the governmenthedd countries.

Gini coefficients, as well as entropy values alsdigate countries with
lowest income inequalities throughout the analypedod — two Scandinavian
countries: Sweden and Finland, and three CenthlEastern European countries:
Slovenia, Slovakia and Czech Republic.

Table 1. Income inequalities in European Union ¢oes in 2005 and 2012

2005 2012
Gini Gini
Country Entropy Coefficient Country Entropy Coefficient
Portugal 2.980 38.1 Latvia 3.031 35.7
Lithuania 3.019 36.3 Spain 3.045 35.0




The use of Csiszar's divergence to assess ... 171

2005 2012
Gini Gini
Country Entropy Coefficient Country Entropy Coefficient
Latvia 3.022 36.2 Portugal 3.046 34.5
Poland 3.033 35.6 Greece 3.053 34.3
United Kingdom 3.046 34.6 Bulgaria 3.069 33.6
Estonia 3.057 34.1 United Kingdom 3.074 32.8
Italy 3.071 32.8 Romania 3.078 33.2
Greece 3.074 33.2 Estonia 3.084 32.5
Spain 3.090 32.2 Italy 3.086 31.9
Ireland 3.094 31.9 Lithuania 3.091 32.0
Cyprus 3.136 28.7 Cyprus 3.104 31.0
Belgium 3.145 28.0 Poland 3.106 30.9
Hungary 3.147 27.6 Croatia 3.110 30.5
France 3.149 27.7 France 3.110 30.5
Netherlands 3.157 26.9 Ireland 3.123 29.9
Malta 3.159 27.0 Denmark 3.138 28.1
Germany 3.163 26.1 Germany 3.145 28.3
Luxembourg 3.164 26.5 Luxembourg 3.146 28.0
Austria 3.166 26.2 Austria 3.149 27.6
Czech Republic 3.167 26.0 Hungary 3.15§ 26.9
Slovakia 3.168 26.2 Malta 3.160 27.1
Finland 3.169 26.0 Belgium 3.163 26.6
Denmark 3.192 23.9 Finland 3.169 25.9
Slovenia 3.192 23.8 Netherlands 3.173 25.4
Sweden 3.199 23.4 Slovakia 3.178 25.3
Czech Republic 3.181 24.9
Sweden 3.182 24.8
Slovenia 3.195 23.7

Source: own calculations based on EU-SILC database

In 2005, Poland, with relatively high value of Girgoefficient and small
Shannon entropy, belonged to the group of the Buhites characterized by the
largest income inequalities. After 2005, Gini caréint in Poland had been falling
gradually to reach a level close to EU averagedit2 In the whole period, Poland
experienced the largest drop in that index. Algmificant decreases in inequalities
were observed in Lithuania and Portugal. The dowdwandency of the values
of Gini coefficient could have been observed in@tmall countries with above-
average initial levels of income inequalities. @a bther hand, the largest increase
in inequality between 2005 and 2012 occurred inrbemk, France and Spain.

In the next step of our analysis we identify thgrée of divergence between
the income decile distributions of EU countrieseTlesnen-Shannon divergence
has been calculated for 25 countries in 2005 an@8ocountries in 2012 (27 EU
member states in 2012 and Croatia which joinedBbein 2013). Comparison
of values oflS-divergence (the bottom row of table 2) suggesas ith 2005-2012
period the divergence of income distributions ofEl countries decreased, from
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JS=0.00521 in 2005 to JS=0.00392 in 2012. Theifalllivergence of income
distributions between 2005 and 2012 can be at&tbub a trend observed in
countries with initially high income inequalitieowards a more egalitarian
distribution of income.

Table 2. Distribution of income deciles addidivergence for EU countries
in 2005 and 2012

2005 2012
Country First decilg Tenth decile Country Firstitieg Tenth decilg
Portugal 2.5 30.3 Latvia 2.3 27.1
Lithuania 2.2 27.2 Spain 15 24.8
Latvia 2.1 27.7 Portugal 2.7 27.3
Poland 2.2 26.9 Greece 1.8 25.1
United Kingdom 2.6 27.1 Bulgaria 2.3 25.4
Estonia 2.4 25.7 United Kingdom 2.7 25.9
Italy 2.5 25.4 Romania 2.1 23.3
Greece 2.5 25.0 Estonia 2.6 24.2
Spain 2.5 23.8 Italy 2.4 24.3
Ireland 3.3 25.2 Lithuania 2.7 23.9
Cyprus 3.5 22.8 Cyprus 3.5 25.1
Belgium 3.8 23.2 Poland 3.1 24.2
Hungary 3.7 23.2 Croatia 2.6 22.8
France 3.8 22.9 France 3.6 25.6
Netherlands 3.2 22.1 Ireland 3.1 23.2
Malta 3.7 21.0 Denmark 2.3 22.2
Germany 3.7 221 Germany 3.4 22.4
Luxembourg 3.7 21.6 Luxembourg 3.6 22.2
Austria 3.8 21.9 Austria 3.2 22.1
Czech Republic 4.0 22.2 Hungary 3.7 22.2
Slovakia 3.4 21.5 Malta 3.8 21.8
Finland 4.1 22.1 Belgium 3.5 21.1
Denmark 3.4 19.7 Finland 4.0 21.6
Slovenia 3.9 19.9 Netherlands 3.8 21.3
Sweden 3.9 19.8 Slovakia 3.6 20.3
Czech Republic 4.1 21.6
Sweden 3.4 20.0
Slovenia 3.9 19.6
Jensen-Shannon divergence JS=0.00521 Jensen-SrE?gggg.gB/;ég(e)%ce J5=0.003%

Source: EU-SILC database and own calculations

1 The value of divergence JS* has been calculatethtosame group of countries as JS for
2005, i.e. all EU countries, excluding Bulgariap&iia and Romania.

Table 2 also presents the shares of populationrggafinst and tenth decile of
income. Analysis of the data leads to a conclu#fiat the most significant decrease in
inequalities measured by shares of population egrtop and bottom 10 percent of
income was observed in Lithuania and Poland. Famge, in Lithuania, the share of
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population earning bottom 10 percent of incomeffeln 27.2 percent in 2005 to 23.9
in 2012. In some countries there have been incseafdaequalities, especially in Spain
where the proportion of population earning top &écpnt of income dropped from 2.5
to 1.5 and Denmark, where the respective propofétfirom 3.4 to 2.3 percent.

In the next step, the degree of dissimilarity betwécome decile distributions
of each pair of countries have been investigatednaasured by Jeffryes-Kullback-
Leibler divergence. The results for 2005 and 2042 pesented in Figures 1 and 2,
respectively. The darker squares in the figurecadi larger values of divergence
between a pair of income distributions of countriegresenting a particular row and
column. The darkest areas are concentrated inigbp-and bottom-left corners of the
chart simply because income distributions of cdastwith high income inequalities
vary greatly from the distributions of countriegsiwiowest inequalities.

Figure 1. Jeffryes-Kullback-Leibler divergence fairs of EU countries in 2005
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The smaller deep-dark areas in top-right and botedtrcorners in Figure 2
in relation to Figure 1, indicate that, in period08-2012, EU countries became
more similar in their income distributions — in 20there were fewer pairs of
income distributions for which the value of Jefyi€ullback-Leibler divergence
exceeded the value of 6. This conclusion confitnesfinding mentioned earlier in
the article, where Jensen-Shannon divergence v&uneX005 and 2012 had been
compared. As it has already been discovered eathiex process of increase in
similarity of income distribution patterns is théfeet of reduction of income
inequalities in countries where they were highe&d05.

Figure 2. Jeffryes-Kullback-Leibler divergence fairs of EU countries in 2012
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CONCLUSIONS

Measures based on entropy can be a useful toasessment of income
inequalities, as well as divergences between incdisteibutions. Analysis based
on Gini coefficient and Shannon entropy concludeat,tin period 2005-2012,
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income inequalities decreased in majority of EUrtdas, with Poland, Lithuania
and Portugal experiencing especially strong mowasatds more egalitarian
income distributions.

The use of Jensen-Shannon measure has shownteegeadice of income
distributions of all EU member countries decreasetdween 2005 and 2012.
Income distributions in the EU became more simifaainly as a result of the
decline of income inequalities in countries withtiaily high inequalities. Since
disposable income after social transfers has bsed as a measure of income,
further research is needed in order to assess, hat wextent the decline
in divergence of distributions was a result of labmarket outcomes, and how it
had been influenced by tax and social policies.
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Abstract: The aim of this article is to identify cluster§ countries with
similar levels of competitiveness among the EU-@udntries and to identify
for each of the 27 EU countries the path of contipetiess growth. The
cluster analysis conducted confirms the hypothesis the European Union
is an area with a high differentiation in termsl@fels of competitiveness.
The analysis shows that the strategy to increasgpettiveness should be
significantly different for each EU country. It ®iggested that in order to
increase its international competitiveness eachc&lthtry should follow the
pattern of the country which stands above it ilmerof competitiveness
ranking, but at the same time is most similar.

Keywords: global competitiveness index, cluster analysis, petitive
strategy, European Union

INTRODUCTION

Competitiveness is one of the most misunderstoodeuts in economics
[Waheeduzzaman, Ryans, 1996]. The main problemcohamists dealing with
issues of competitiveness is the lack of a singigarsally accepted definition of
this phenomenon. Even such an expert as Portersitbdok "The competitive
advantage of nations" does not define competitiserrectly, although the term
is used repeatedly [Porter, 1990]. Furthermoréhénliterature there is the problem
of an excess of definitions, which stems from thet fthat the phenomenon is
considered at up to four levels, i.e. micro-, mezmacro- and mega-
competitiveness. Moreover, the concept of competiess is derived from at least
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three economic theories: those of internationalldraof economic growth and
microeconomics.

One of the few successful attempts at defining ame&asuring

competitiveness is the methodology proposed by\Mbed Economics Forum. This
approach can be called holistic, and is based timrbhacro and micro theories and
uses both hard and soft data. The Growth Competigiss Index (GCI) published
by the Word Economic Forum aims to quantify crugidlars of a country’s
competitiveness [Schwab, 2013]. They are:

Institutions (1) — the institutional environmenthigh is determined by the legal
and administrative framework;

Infrastructure (ll) — the quality and the extensiess of infrastructure;
Macroeconomic environment (Ill) — the stability d¢fie macroeconomic
environment (inflation rate, government spendmglic debt);

Health and primary education (IV) — the quantitg &yuality of basic education
and access to the health care system;

Higher education and training (V) — the quality igher education and the
intensity of vocational and continuous on-the-j@ring;

Goods market efficiency (VI) — the structure of gwotion and its compatibility
with national and international demand; the intgnef domestic market
competition; the degree of customer orientation launger sophistication;
Labour market efficiency (VII) — the flexibility ofthe labour force; the
transparency of labour law; the adjustment of spuppldemand in the labour
market;

Financial market development (VIII) — the leveldgvelopment and health of
the financial system; the trustworthiness and parency of the banking
system;

Technological readiness (IX) — ICT (Information &ddmmunication
Technology) access and use in daily activitiesoduction processes; foreign
direct investment intensity (FDI intensity);

Market size (X) — the size of the domestic maegkel openness to trade;
Business sophistication (XI) — the quality of a wiwy's overall business
networks and the quality of individual firms’ op@oms and strategies;
Innovation (XII) — the intensity of technologidainovation; R&D expenditure
in the private sector.

The GCI calculated for an individual country infarnabout the level of

competitiveness of its economy and allows a comspariof this level with that
achieved by other countries.

However, for an integrated group like the EU-27 mtaes, knowing which

country is more competitive than the others dogésantribute much to EU growth
policy. The previous competitiveness growth stratéay the EU-27, based on a
common denominator and employing identical toolsdompetitiveness support,
did not work, which could be evidenced by the falof the implementation of the
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Lisbon Strategy in the period 2000-2010. For te&son, in this paper similarities
in the competitiveness of the EU-27 countries Wil identified, and then the
different path for competitiveness growth will betekmined for each EU country.
The paths will be determined, based on the priacifflat to increase the
international competitiveness, each EU country khiny to follow the path of

another EU country which is very similar but stanalsove it in terms of

competitiveness ranking. Rather than advocating dhiecept of a "two-speed
Europe”, the paper proposes viewing the strendtkach particular Member State
as an engine of growth for the whole EU.

METHODOLOGY

For the analysis, the above-mentioned set of 12petitiveness indicators
(diagnostic variables) is used. First, the usefdnef the diagnostic variables is
determined by examining their degree of variatiod @orrelation. The analysis
requires variables which have sufficient variatiand are not correlated too
strongly with each other (Table 1). Only in thiseawill they be good carriers of
information, allowing different processes to beniifeed [Grabinski at all, 1993].
The desired level of the coefficient of variatiamdahe correlation coefficient, i.e.
such that the variables selected can be considiiegphostic variables, is taken
from the literature. It is assumed that if the ficefnt of variation exceeds 10% the
feature has statistically significant variation g¢ias, 2000], [Koztowska 2010].
Due to the very low value of the coefficient of iation for variables IV and VI,
they are excluded from the analysis.

To assess whether significant correlations exisivéen the variables, a
matrix of correlation coefficients for pairs of ianles is generated. No correlation
which could contribute to abnormal results in thmalgsis (min. § = -0.1483,
max ky, = 0.913) is found [Nowak, 1990], [GUS, 2012]. Hawe correlation
coefficients do not allow to determine the dep@&cdebetween variables other
than linear. Therefore, the correlation plots fdir the pairs of variables are
analyzed. It confirms the absence of significamvitimear correlations.

The next step of analysis should be the data narat&n. In our case this is
not necessary due to quite similar scales or mag@i among the variables.

Two taxonomic methods are used to identify simtyariin the
competitiveness level of the EU-27 countries.

Firstly, to group the countries analyzed into tiely homogeneous groups
the cluster analysis is applied. This method allavaetermination of the similarity
of objects without establishing a hierarchy amomgnt. Classification and
separation of the object clusters is carried outri®ans of a distance matrix. To
create this, Ward’'s method is used. It is basedawnanalysis of variance to
evaluate the distances between clusters, i.eteingts to minimize the sum of the
squared distances of points from the cluster’sroght
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Table 1. The variables and their basic statistio@hsures

Name | nofme v v v fvie i [ixo{x o [xi X
AT | Austria 504 58| 5,35|6,32]5,48]4,91] 469|465 57]462] 552 507
BE | Belgium 5| 5,68| 4,66 6,75|5,81|5,12| 4,54] 4,68 557]4,81] 532| 5,09
BG | Bulgaria 3,39 3,79| 542|592[4,31[4,17] 454|397 43]382] 362| 2,98
CY | Cyprus 459 48| 386| 65|4,98]468| 457|4,56/485]281] 418 3,36
cz | Czech Republic| 3,67 4,81| 5,19|5,87|4,87| 453 4,32|4,25|5,06] 4,51 445 381
DK | Denmark 54 574 54|6,19]559]503] 522|469]6,17]422| 541 508
EE | Estonia 4,94 4,72| 6,01|6,21|5,17|4,73| 511]451|529]298 42| 3,93
FI | Finland 6,03 558 57/6,82]6,18/505 5| 55592418 549| 575
FR | France 4,83 6,28| 464]6,32|5,14|447| 441|4,73]5,72|576] 5| 4,91
GR | Greece 337 47| 2,42|6,04|4,74] 3.93| 356]3,13]4,54] 438 374 3
ES | Spain 4,25 592| 4,17|6,09]5,02|4,37| 3,98 3,9|529|545 451] 3,77
IE | Ireland 522 534| 344|646 53|524] 5| 3,6/582|4,13| 500 466
LT | Lithuania 4,01 4,74| 4,57|6,05|5,15|4,36| 441|386 5]353| 4,16] 3,51
LU | Luxemburg 58 584| 6,18| 6,2]4,74]532] 4,65/5,21]6,21]3,07| 4,96] 4,82
LV |Latvia 4,01 4,11] 506]5.99]4,78] 4,42 4,78] 4,4|4,73[311] 3,89 3,25
MT | Malta 4,61 4,91| 46|6,34|4,93|4,62| 414]511]559]2,38] 4,27| 343
NL | Netherlands 572 6,18 52| 6,6]5,79]5,29] 4,99]4,96]5,98]5,11] 563] 531
DE | Germany 53] 6,36 548 63| 58(4,92| 451]466|571]6,02] 571 542
PL | Poland 411 389| 46]6,03]492|439| 448|459)466]512| 406 325
PT | Portugal 428 55| 3,87|6,19|4,98|4,31| 38|371|527|434 417| 3,86
RO | Romania 3,38 3.22| 4,83|551|4,36|386| 401|3,98/4,09]441| 347 2,92
SK | Slovakia 344 423 487|603 45437 42|445/446] 4| 402| 298
SI | Slovenia 4,05 491| 494|6.29| 52|442| 4,15|3,29)4,96] 346 418 3,85
SE | Sweden 5,78 5,69| 6,16| 6,46| 5,75| 5,14 4,81|5,29/6,29| 4,62| 556| 556
HU | Hungary 3,71 439| 515|584|4,67|4,.28| 4,27|4,05| 443|425 374 361
GB | United Kingdom| 5,41 6,22| 4,01 6,39|557|5,00| 542/516] 6]578| 548] 517
T | italy 3,56| 5,19| 4,23|584| 473|429 3,72|357|4,71|563| 475 3,73
min 333| 322| 242|551]431(386| 356|313|400|238] 347| 2,92
max 603| 636| 618]682]618]532| 542| 55|629|602| 571| 575
median 459| 519| 487| 62|502(453| 451]451(529|434] 445| 385
average 455| 511| 478]620]513(463| 449439527431 461] 4,15
ggzgﬁ“o ‘:] 086| 088| 094|032|051|043| 050|066|067|102| 072 094
\Clgﬁgtclg]‘t of 019| 017| 0,20|005|0,10|009| 011|015[0,13|0,24| 016| 023

Source: own calculations

The error sum of squares antlvalues are computed using the following
formulae:

ESS (error sum of squares)ZZZ‘x”k -X.| 1)
Tk

‘2
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TSS (total sum of squares)» >’ Z‘xijk - Xk‘z , 2)
I
R Squared §=TSS — ESS/TSS, (3)

where: Xjx denotes the value for variable k in observatibelpnging to cluster i,
Xy denotes the cluster mean for variabland X, denotes the mean for
variable k.

Among very different distance (similarity) matric&&uclidean distance is chosen,
as it is the recommended distance measure for Wandthod [see more Kaufman
and Rousseeu, 1990 and Everitt, Landau, Leese].2001
Secondly, to create the path of competitivenessvitirdor an object/
country, an object map is used. To create this, steps are needed. The first of
these is to build the above-discussed matrix dhdies, indicating the distance of
an object relative to the rest. The second stépriank all the objects (countries) in
a ranking procedure. To create the ranking we &iewn synthetic variable for
each country. We follow the methodology proposedibitwig. In this method, we
first choose an “ideal object” which is describgdabset of the maximum values of
each variable. The variables must be standardirddl@ey should be stimulants.
The synthetic variable uses the following formula:
d;=1-2, @)
Co
where
d is the taxonomic measure of development propogéditiwig,
cio Is the Euclidean distance between the countrytiamdideal object”,
Co is the critical distance between objects and itheal object”, and

¢, =C, + 2, (5)

_ 1

C, == .Cop. (6)
N

o = lz(cio —60)2}2 7)

c\’|O = Z:l:()(lj _Xmax)z:|2 (8)

Based on this ranking of the EU-27 countries anthendistance matrix, an object
map is created. All the statistical analyses iis daticle are performed using the
statistical software Statistica 11.0, SPSS ver2ihf and R software
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EMPIRICAL ANALYSIS

The above-described similarity matrices of the olgje called distance
matrices, are used to create a dendrogram. Thiwsshow many clusters, i.e.
homogeneous groups of countries, can be found antten&U-27 countries. The
interpretation of the dendrogram, i.e. the idecdifion of the number of clusters,
depends on the bond distance chosen . The rulegeddy Mojena, based on the
relative size of the different levels of junctiois,chosen to determine the cut-off.
The constant in Mojena’s inequality has a valué&.gb, which is recommended by
Milligan and Cooper [Milligan, Cooper, 1985]. Accong to the result of this
inequality, a cut-off at the level of 12.68 givesatisfactory division of the 27
countries into clusters.

Using Ward’s method, in 2012 five large homogengtmups of countries
(clusters) can be distinguished (Figure 1). Thacbelsaracteristics of the clusters
are presented in table 2.

Figure 1. Dendrogram for 12 competitiveness llaging square Euclidean distance
(27 EU countries)

Dendrogram 2012
Ward's method; square Euclidean distance
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In cluster 1 we have nine countries, mainly fréva EU-15, all with a high
level of competitiveness. In this cluster, all tregiables not only achieve a better
average value compared with the entire EU-279mftthe 10 variables record the
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highest average values among the five clusterstifiigh Because there is no
variable with a value clearly differing from thestewe can regard this cluster as
being well-established with a high level of coniipetness.

Table 2. Average values of the variables in eaaktet
All

Cluster number . 1 2 3 4 5
countries
Number of countries in eacl
cluster 27 9 6 5 2 5
AT, BE, DK,| BG, SK,
Country in each cluster NL, FI, SE,| HU, RO, L(T:Y'S:VIR/ EE, LU P('BI'RiTE?I'E

FR, DE, GB| CZ, PL 10 o
Institutions 4,541 5,386 3,607 4,254 5,270 4,136
Infrastructure 5,131 5,948 4,055 4,694 5,280 5,330

Macroeconomic
environment
Higher education and 5128 | 5679 | 4,605 5008 4955 4,954
training

Labour market efficiency 4,492 4,843 4,303 441 80,8 4,012

Financial market 4387 | 4924 | 47215 4244 486D 3,582
development

4,815 5,178 5,010, 4,606 6,09p 3,626

Technological readiness 5,271 5,896 4,5p0 5,026 506, 5,126
Market size 4,315 5,013 4,352 3,088 3,025 4,786
Business sophistication 4,614 5,458 3,803 4,136 80,6 4,452
Innovation 4,151 5,262 3,258 3,480 4,315 3,804

Source: own calculations based on Table 1.

Cluster 2 consists of six countries from Centradl &astern Europe. This
group is characterized by a low level of competitigss, i.e. 6 of the 10 variables
have the lowest average level among all the clsisteny competitive advantage
for these countries is based only on above-avedagelopment of the size of the
domestic market, trade openness and stabilityeofrthcroeconomic environment.

Cluster 3 is an interesting case of a group of teswith an average level
of competitiveness of their economies. This growpngrises Cyprus, Malta,
Lithuania, Slovenia and Latvia. The average vabfemost of the variables differ
little from the average value of the competitiven@sdicators recorded for the
entire group of EU-27 countries. Therefore, thisser is formed of countries that
concentrate on a complex growth of competitivemesdl its aspects (as in cluster
1) rather than on building a competitive advantbgeed only on two or three
selected pillars of competitiveness (as in clugjer

Cluster 4 consists of two countries: Estonia andembourg. The main
pillar of competitiveness of these countries isextremely high stability of the
macroeconomic environment (inflation rate, governimepending and public
debt). The level of competitiveness of these twantoes can be described as
medium-high, because half of the variables analyretthis cluster have values
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greater than the average values of these varidbtethe entire EU-27 group.
Competitive advantage in these countries is alssedan an unusually well-
developed infrastructure and financial market, ghtdegree of ICT saturation in
the economy and a high intensity of technologieabivation.

The last cluster, number 5, consists of four sautleuropean countries
(Greece, Spain, Portugal and Italy) and IrelandesEhcountries are competitive
due to a well-developed infrastructure and thedasize of the domestic market.
Although in this cluster only 2 of the 10 variableave values greater than the
average values for the whole EU-27, the majorityhef competitiveness indicators
vary around the average values for the whole Unidinherefore, the
competitiveness level of the countries in this ®usan be described as average.

This cluster analysis confirms the hypothesis thatEuropean Union is an
area with high differentiation in terms of levelsammpetitiveness. We have one
cluster of countries with a very high level of eoonc competitiveness (cluster 1),
one of above-average level of competitiveness f@tu, two clusters of countries
representing the average level of competitivenebst with different
competitiveness bases (clusters 3 and 5), andeclasimber 2 consisting of six
EU-27 countries with a low level of competitivenes#/ith such a large
differentiation of competitiveness level among tB& economies, it is difficult to
build an EU competitiveness strategy based onglesimified growth path.

It is suggested that each of the EU-27 countrigge@ally in the short term,
should follow their individual path to increase quatitiveness. In order to
determine these paths of competitiveness, all 2¢&htries are ranked according
to their competitiveness level. Table 3 shows thrking of countries based on the
value of the synthetic variable, where the “iddgjeot” is described by a set of the
maximum values for each variable.

Table 3. Ranking of 27 EU countries, based orsymthetic variable in 2012

Country rank country rank
NL 0,7733 1 MT 0,2933 15
SE 0,7635 2 PL 0,2885 16
Fl 0,7538 3 LT 0,2876 17
DE 0,7062 4 CY 0,2706 18
DK 0,6910 5 PT 0,2658 19
GB 0,6870 6 SI 0,2578 20
AT 0,6422 7 LV 0,2438 21
BE 0,6136 8 IT 0,2201 22
FR 0,5644 9 HU 0,2192 23
LU 0,5097 10 SK 0,1780 24
IE 0,4273 11 BG 0,1203 25
EE 0,4193 12 RO 0,0493 26
ES 0,3469 13 GR 0 27
Ccz 0,3406 14

Source: own calculations
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The synthetic variable is normalized so that itges from 1 (maximum
value) to 0 (minimum value). The places of eachntguin the competitiveness
ranking here are slightly different from those le W?WEF rankings. This is due to
the exclusion from the analysis of variables IV afidtoo low variability). Thus,
in the ranking here the following countries gainglgly in competitiveness
compared to the WEF rapport: Holland , Denmark,aRd] Malta, Latvia,
Slovenia, Cyprus, Bulgaria. On the other hand, ghesuntries lose a little bit:
Finland, Sweden, the United Kingdom, the Slovak.Rew Italy (down by up to 5
places).The best path for increasing the competitgs of each economy is to
follow on the solutions used in countries which laigher in the ranking. However,
for example, Luxembourg, which is ranked in 10thcel in the competitiveness
ranking, does not have to catch up with all thentdes ahead of it. The proposal
here is to build an easy affordable strategy taawp each country's position in the
rankings by adopting the pattern of a country whiels a better position in the
competitiveness ranking but at the same time is tile most similarRelying on
the experiences of country, which is more competitbut at the same time very
similar, ensures easy implementation of the sahstigelected. This approach only
allows an indication of the countries from whiclselected economy should draw
patterns. The method does not, however, explaintwbycountries similar to each
other occupy different positions in the competitigss ranking.

A tool that allows analysis of each country's positin the ranking and
allows us to find a better but most similar objésta map of the objects. The map
is a polar diagram, where each point on the malefimed by two values. The first
value is the value of the synthetic variable (a snea of angle), with the worst
countries on the left and the best objects in #mking on the right). The second
value is the distance matrix for each selected ttpucompared to the other
countries (this distance is represented by seroles). The country analyzed is
always at the bottom of the map, and the bold sdidicates the position of the
country analyzed in the ranking. To identify thahpto competitiveness growth,
we need to pay attention to all the countries anrtfap lying to the right of the
designated radius and at the same time closest to i

The path of competitiveness growth for the Polisbnemy is illustrated in
Figure 2.The semicircles define the metric distance of ladl tountries from the
country located in the centre at the bottom of figare (Poland). The radiuses
from right to left (anticlockwise) determine thegjitns of the countries in the
ranking. The numbers placed at the end of the dadius of the semi-circle
represent the scale of the object values in th&imga. Analysis of this figure
shows that to increase the competitiveness of dtislPeconomy, we should try to
implement instruments for competitiveness growtlicgdased on Czech, Maltese
and Estonian experiences.
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Figure 2. Paths to competitiveness growth for thisR economy
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Source: own calculations based on calculations ffaiwle 3.

Analogous maps have been drawn for each of theo@itces. Due to lack
of space, only the conclusions which can be drawm fthese maps are presented
in the table below. Table 4 indicates country tbofe for each of the 27 EU
countries

Table 4. Paths to competitiveness growth for ed¢hen27 EU countries

Country Country to follow Country Country to follow
analyzed analyzed
NL MT Estonia, Luxemburg
SE Netherlands PL Czech Rep., Estonia
Fl Sweden, Netherlands LT Poland, Malta
DE Sweden, Netherlands CY Lithuania, Poland
DK Germany, Netherlands PT Spain, Ireland
GB Netherlands, Germany Sl Cyprus, Latvia
AT Denmark, Germany LV Slovenia, Lithuania
BE Austria, Denmark IT Portugal, Spain
FR Germany, United Kingdon] HU Poland, Czech Rep.
LU Belgium, Austria SK Hungary, Poland
IE France, Belgium BG Hungary, Poland
EE Luxemburg, France RO Slovakia, Hungary
ES Ireland, Estonia GR Italy, Portugal
cz Estonia, Luxemburg

Source: own calculations
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CONCLUSIONS

This paper focuses on the identification of siniijain the competitiveness
of the EU-27 countries. The cluster analysis hagicoed the hypothesis that the
European Union is an area which can be divided iatge clusters with very
different levels of competitiveness. Thereforesitsuggested that one unified
strategy to increase EU competitiveness is not ad ggblution. A new concept
of individual competitiveness growth strategy faack EU country has been
proposed, based on the implementation of provemtieok from other EU
countries which have a better position in compediiess ranking but at the same
time are the most similar. In order to determireeghth to competitiveness growth,
the creation of maps based on each country's positi the competitiveness
ranking (ranking based on the synthetic variablg) the distance metric of the
selected country compared to other countries has peposed.
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Abstract: In the economic studies models based on panebgaiacreasingly
used. The standard panel models are composedro$s-gection character of
the data in the time, but do not include the intkom associated with the
location of objects in the geographic space. Spadiael models are based on
the information contained cross-section data intitine with regard to space.
The paper proposes a different approach to thegesain time on the basis of
spatial matrix weight. The aim of this study washow the possibility to apply
spatial weights matrix with particular consideratiof time. Data for the
analysis came from the database of the CSO andRihA in period 2004-
2012. In addition to working methods of spatiatistes classical taxonomic
methods were also used to obtain a distance matrix.

Keywords: weight matrix, spatial analysis, cluster analysigice of
agricultural land

INTRODUCTION

In the economic studies models based on paneladatacreasingly used. It
is probably connected with the general accesgibitif computer programs.
The panel data have to contain the time and thexolnj the cross-section dimension.
The property can be defined as the observatiomefgmena located in space. The
standard panel models are composed of a crossisettaracter of the data in the
time, but do not include the interaction associatét the location of objects in the
geographic space. Spatial panel models are bas¢deoimformation containing
cross-section data in the time with regard to spBascription of spatial panel
models can be found in Elhorst [Elhorst 2003]. Tiaper proposes a different
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approach to the changes in time on the basis tibspaatrix weight. The aim of this
study was to show the possibility to apply spatieights matrix with particular
consideration of time. The main aim of the papes e concluding of time in the
weight matrix. In this paper the specific objectivesssumed: The first task was to
define a links and interactions between neighbwoutise time. The second task was
to classify regions because of the price of agwcal land based on the modified
matrix of weights. The study used Moran scattet faclassify spatial objects. In
addition to working methods of spatial statistitassical taxonomic methods were
also used to obtain a distance matrix.

METHODOLOGY AND DATA

Data

Data for the analysis came from the database o€®@ and the ARMA in
period 2004-2012. Province was adopted as a undpafial. It was due to the
availability of data. The observed feature waspttiee of agricultural land of varying
quality.

The matrix of weights - weights based on distances

Undoubtedly fundamental importance for spatial wsialis to define the
weight matrix [Suchecka 2014] that reflects theiattions of studied objects. The
simplest structure is the weight matrix in which fe@ighbours we recognize objects
which have a common border as follow:

wjj; = 1, thei— th objectis a neighbor of j — th object
W ={wj; =0, thei— thobjectisnot aneighbor ofj — th object (1)
wi; =0, when i =j
where:

W — matrix of weight,
w; — element of matrix of weight.

Because this approach to the problem may not alwagespond to reality,
therefore it seems to be natural to select anatiterion which may be the selection
of the neighbours due to the distance d km accgrtbnthe formula 2. Take the
example of two provinces in Poland: Mazowieckie @idlkopolskie. However one
cannotexclude the relation between these regions.

wi; =1, the i —th object is away an object j — th < d km
W =<{wj; =0, thei—thobject is away an object j —th > d km (2)
wi; =0, when i =j
where symbols are as in formula 1.
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From above considerations we can see that the xmédrihas a very
characteristic structure, composed of zeros ang, @mel the diagonal is zero. Taking
into account the distance in kilometers to deteemihe neighbours opens the
possibility of using other measures of the posittbobjects in space. The Doreian
and Conley propositiois to include social [Doreian 1980] and economigtatice
[Conley 1999] which are based on reciprocal tradigions, capital movements and
migration between the two spatial units. Howevesthar approach is to determine
the position of objects in space through the dedign of measures by the formula:

1
dix = [Zjn:ll|xij - ij|p] o €))
where:
p — number determining the metrics type,
m — number of variables,
Xij, X — determine the accomplishment of j-feature im ebject and k-th object

After determining the metrics type (p = 1 Manhad&tance, p = 2 Euclidean
distance) we can combine the objects in the distanatrix. In the article was
assumed p = 2. Note that the distance matrix asasealeight matrix is diagonal
zero. In distance matrix instead of zeros and epesifying the neighbours there
are set distance measures for implementation dfifsp&ariables. It is therefore
necessary to transform distance into the elemenisatrix weight. The simplest
formula would be written as:

wi; = djj (4)
It should be considered that with increasing distathe effect of a neighbor

decreases, so the correct formula will be:
1

Wy =g (5)

Other possible transform functions:
Wij = e_(’(dii (6)

-
wij = (dyj) (7)

whered is any positive.

The matrix weights were based on the distance xatrd can be used to
analyze the interplay between the two neighbouosvéver in order to use it in the
analysis it is subjected to rows or columns nornadion. Due to the fact that the
weight matrix should be symmetric matrix we need a transformation based on
sample moments approximation in order to corretimasion [Anselin 2001]
according to the formula:
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w = ) (8)

The prepared matri/ can be used for further spatial analysis [Pietzydki
2011].

The matrix of weights - to include the time

In the example considered, we observe price pdaateof agricultural land

in the period from 1999 to 2012. Observations are/arious provinces. Standard
weights matrix consists of zeros and ones. Whetakeinto consideration time in
the analysis, we typicallitfave been using panel models. The work proposed the
effect of time through proper preparation of weggitatrixW. On the basis of the
available data distance matrix was created acopitaithe formula 3. In this study
variable prices of agricultural land were obsengmth year. Distance matrix
contained information about provinces (objects)aibbles which were the prices

of agricultural land in period 2004-2012. Distameatrix defined by:

ti1 tiz o t1k
t t e t

=17 T LT (9)
tin tia 7 i

where § are distances for the characteristics includirgefiect of time at the k-th
and i-th object.

So the resulting distance matiixwas transformed according to equations 5
and 8 giving weight matri¥V, which was used in further analysis. On the bakis
such a weight matri¥V produced and using the Moran scatter plot [Ans&d6,
Bivand i inn. 2013] provinces were classified. Musascatter plot was used to
present spatial relationships autocorrelation. Amoitcelation was calculated
according to the formula:

R(M) — n z Wz (10)

LiZjwij z'z

where:W — matrix weightz — vector of elementg = x; — ,
For comparison the classical method of classificatusing a flexible
clustering technique SAHN was applied accordinth&oformula:
diijye =%1 dig +%5 dj + pdij +9(dir — djx) (11)
which assumed:

This resulted in the division of objects similarttee techniques of furthest
neighbor where g = 1).



192 Robert Pietrzykowski

RESULTS

Changes in the prices of agricultural land arei@alerly noticeable in Poland
after accession to the EU in 2004. Prior to 2004cafjural land prices remained at
a low level. Price increase from year to year waatively small, and the largest
changes were observed for a good price, then tidkumeand poor. Since 2004, this
situation has been changing. The largest pricegdsoan be observed for the poor
land prices (Figure 1) then these changes reldteetmedium land prices and good
quality. Regarding the situation in Europe, it ¢gnseen that the average variation
in the period regard Poland which due to these gémams at the forefront of the
countries that joined the EU (Figure 1). A moreaded description of the problem
can be found in Pietrzykowski [Pietrzykowski 201R]j. later work hierarchical
cluster analysis method was used. The provincesT@Uvere divided using
agricultural land prices in the period from 2002612 according to the formula 11.
Figure 2 shows the distribution obtained by usingliElean distances and SAHN
techniques. In addition dendrogram also containgsaalization of the spatial
distribution of prices land on the map of Polandahises were carried out for the
land of good, medium and poor. The results have Ipeesented only for price of
agricultural land of poor quality due to their sifieause [Pietrzykowski 2012].

Figure 1. Dynamics of changes in agricultural landes in the years 2002 — 2011
and the average change in prices in Europe inghieghfrom 2005 — 2011

Source: own calculations [Pietrzykowski 2012]

Figure 2 shows the division of the four clusterhisTproposal follows the
methodology of work. The Moran scatter plot is @apiic representation that enables
a description of the schema of spatial relationis Bhatter plot has the standardized
value of the variable on the horizontal axis arahdardized lagged value on the
vertical axis. The Moran scatter plot has four gqaats, where each quadrant
corresponds to a specific spatial affiliation tbah exist between a region and its
neighbours [Anselin 1996, Bivand i inn. 2013]. Besa as mentioned earlier it was
plannedto compare classification of the resulting methoti€luster and spatial
analysis divided into four groups.



Application of spatial techniques for panel data ... 193

Figure 2. Dendrogram for the provinces due to gridfeagricultural land of poor quality
in the period from 2004 to 2012 and visualizatidifoair clusters on the spatial
map of Poland
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Map of Poland gives the average prices of agricailtand for the poor quality
of the region during the period of time. As you sae the division into four clusters
IS quite coherent. The first group includes threavimces: Pomorskie, Kujawsko-
Pomorskie and Wielkopolskie. In these provincesaherage price of land is the
highest. One may wonder why Pomorskie (20185 PLAS3 also included in this
cluster because the average price of land is sitaifdoat in other clusters (Podlaskie
20748 PLN, Opolskie 20968 PLN). Figure 3 is an arption of this situation. The
provinces which are in first cluster had similaicps of land in the time period 1999
- 2012 (Figure 3 right). The prices of agricultulahd in provinces Opolskie and
Podlaskie differ from price of land in province Ranskie (see Figure 3, left) in the
years 1999 - 2012.

Figure 3. Prices of agricultural land of poor qtyalor selected regions in the years
1999 — 2012
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Source: own calculations

The second cluster includ&/viqtokrzyskie, Lubuskie, Zachodniopomorskie,
Podkarpackie and Lubelskie. The third cluster @ rovinces: Mazowieckie and
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Podlaskie. The fourth cluster includes six provéic®polskie, Dolngaskie,
Warmiasko-Mazurskie$laskie, L6dzkie and Matopolskie. Cluster analysissioet
account for possible interactions between neigrdyounich are the province here.

In the following part of the work on the basis bétobtained distance matrix
weight matrixWV was made. The Moran scatter plot plotted accortditige resulting
the matrixW (Figure 4). The points of Moran scatter plot h&een divided into
four groups based on four quadrants of this grapke. division due to zero values
was made (thick lines in Figure 4, left). As a tesfithe analysis in the first quarter,
four provinces are obtained: Warrsko-Mazurskie, £6dzkie§laskie and Opolskie.
In the second quarter: Podlaskie, Mazowieckie, Wajo-Pomorskie,
Wielkopolskie and Pomorskie. In the third quarterre are no provinces and in the
fourth there are seven provinces: Zachodniopomeydkilbuskie, Dolngaskie,
Matopolskie,Swictokrzyskie, Podkarpackie and Lubelskie. The Moreatter plot
noted Kujawsko-Pomorskie and Wielkopolskie as moamtoutliers in the provinces
of poor agricultural where land prices obtainedhighest value.

Figure 4. The Moran scatter plot for weight matraésed on the distance matrix and their
spatial visualization on map of Poland
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Regarding Moran coefficient it was found to be ffigant (p-value: 1,181 E-
12) was negative -0.3561. It can be concludedttieprice of agricultural land of
poor quality are not randomly distributed amongarg. The matrix weight used
instruments that allow the indirect influence of ttate on the price of agricultural
land. This is due to its construction which taka&e iaccount changes variable over
time. You can also see that the distribution usiregMoran scatter plot allows the
identification of regions where there are low psicaf agricultural land (fourth
quarter) compared to the other provinces (figunéght).

Besides it seems that such large provinces like avieexkie and
Wielkopolskie should interact with each other ekathe price of the land. The



Application of spatial techniques for panel data ... 195

division obtained by the spatial analysis confittims assumption. Table 1 shows
a comparison of divisions using the two methodigdinces in bold).

Table 1. Comparison of division the use of clustealysis and spatial analysis

Cluster
(quarter)

Cluster analysis (Figure 2) Spatial analysis (Feglir

warminsko-mazurskie tédzkie,
First (1) slaskie, opolskiedolnoslaskie,
matopolskie

warminsko-mazurskie, tédzkie,
slaskie, opolskie

podlaskie, mazowieckie,

Second . Co . ;

(N podlaskie, mazowieckie kujawsko-pomorskie,
wielkopolskie, pomorskie

Third kujawsko-pomorskie,

(1 wielkopolskie, pomorskie

Fourth zachodniopomorskie, lubuskie, ézf:(%?nslﬁﬁaomgigkfl:st:busme’
swictokrzyskie, podkarpackie, JOTNOSIASKIE, P S

(V) lubelskie $wietokrzyskie, podkarpackie,

lubelskie

Source: own calculations

Although at the beginning of the substantive reagtivision into four clusters
was established, the result of the spatial analysie obtained for three groups of
provinces. Therefore, further analysis examined ht@appeared to split into three
groups using cluster analysis. Figure 5 comparesrdisulting division by two
methods.

Figure 5. The division by the use of cluster asialyleft) and spatial analysis (right)
on the map of Poland.

| ¢wiartka
Il Ewiartka
1l éwiartka
1V ¢wiartka

ONENE

Source: own calculations

In the case of division into three groups usingdrighical methods webtain
the division into eight provinces (Wariisko-Mazurskie, Podlaskie, Mazowieckie,
t6dzkie, Dolndlaskie, Slaskie, Opolskie, Matopolskie), contrary to the salati
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analysis. In this group there are provinces thedinty differ because of the price of
land. A thorough analysis of agricultural land pscleads to the conclusion.
Comparing the price of land in these provinceseribe differences for provinces
Warminsko-Mazurskie since 2011 and Matopolskie since 2G08ems that more

accurate grouping is achieved by spatial analyis.example, let us consider the
change in the price of land in the years 1999-2Fg@ure 6 right) which isocated

in the first quadrant (Figure 4).

Figure 6. Prices of agricultural land of poor qydior selected provinces
in the years 1999 — 2012.
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Because of this it seems that the division intstels, which uses information
about reciprocal interactions and changes in pogestime would allow for a better
assessment of the market for agricultural landggtic

SUMMARY

The paper proposes a modification of the weightim&Y in order to obtain
information on changes in the studied phenomendime. The use of the weight
matrix takes into account the construction aspédinee and information about
spatial interactions. The use of spatial analysvad us to obtain a division to
clusters, which in a more complementary mannerentesl the phenomenon than
the classical cluster analysis did. The paper sii®ovs the possibility of the use of
Moran scatter plot and spatial analysis to classifgcts. In addition, the work was
characterized by changes in the prices of agrilltand of poor quality in Poland
in the years 1999-2012.
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Abstract: The article analyzes conditional beta convergeincthe EU28
countries with the use of spatial econometrics rigples. We consider
alternative structure of the spatial weight matbased on economic
distances. Basing on the spatial Durbin-Watson modeo spatial
specifications are tested, which make use of theme of international trade
and the inverted GDP per capita differences betwierconsidered objects.
We confirm the existence of GDP convergence andvsimat the gravity-
models-type logic is superior to the approach baseihverted geographic
distances.

Keywords: convergence, economic growth, spatial econometiasbin-
Watson

INTRODUCTION

The aim of the article is to validate whether therdsts conditional
[ convergence in the EU28 countries. The concepf obnvergence means that
less developed countries (with lower GDP per cagtaw faster than the more
developed ones. Although plenty of studies in fle&d exist and most of them
confirm the existence of convergence among the &lhtries [see e.g. European
Commission 2009; Rapacki and Prochniak 2009; Kidkd2012; Staisi¢c 2012]
but not all of them do [e.g. Monfort et al. 2018jpst authors do not consider

! The research project has been financed by theiNdtScience Centre in Poland (decision
number DEC-2012/07/B/HS4/00367).
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spatial dependence between the considered couatigtshose who do so, apply
quite standard techniques of spatial econometrics.

In the spatial growth regression, weight matricesally refer to the first,
second etc. neighbors matrices or the invertedmtist matrices [Conley and Topa
2002; Seya et al. 2012; Tian et al. 2010]. Althogglagraphy does matter for the
evolution of income distribution (as confirmed te basis of U.S. regions by [Rey
2001]), we consider alternative structure of theatigh weight matrix by
incorporating the matrices based on inverted econdistances. This approach is
supported by some other authors who suggest thde tflows [Aten 1996],
institutional distances [Arbia et al. 2010], soemsnomic distances represented by
ethnic and occupation distances [Conley and Top@2]20r demographic and
income similarities [Case 1991] are the factors thatter in spatial interactions. In
Poland, the first study of this type was carrietlmuBtaszczuk [1974].

Basing on the spatial Durbin-Watson (SDM) model twon-standard
specifications are tested, which make use of thenwe of international trade and
the GDP per capita differences between the coraidebjects. These are
compared with the usual weights based on inverigdrtes and the standard non-
spatial panel data approach in the EU countrielngdr993-2013.

MODEL OF CONVERGENCE WITH SPATIAL INTERACTIONS

The so called “Barro regression” [Barro and Saldairtin 1992] is probably the
most frequently found specification in empiricalar@economics:

AInGDP; = B1InGDP; ¢y + xit'y + a; + &4, Q)
where GDP;, is the gross domestic product of thth country,InGDP;,_, is the
lagged value of the GDP of théh country,x;; represents &x1 vector of growth
factors for tha-th country in period, ¢;; is the error term, individual effects are
introduced in order to represent different steadyes while thes; andy are the
structural parameters of the model. Usually itlsbaassumed (though often not
mentioned) thatcorr(e;; ;) =0 for every i #j. This, followed by the
specification of the model in which the GDPidgh country is clearly a function of
thei-th country’s growth factors only, constitutes andsnic panel data model with
no spatial dependence in most cases estimatedtidthuse of GMM with the
Blundell and Bond’'s system-GMM being the first awifor most authors
[Blundell and Bond 1998]. We also include it indlpaper for reference.

The assumption of independency of the data gengratiocesses through
the sample is, however, disputable. Globalizatibithe world economies makes
them at least potentially interact and it is pdssiihat the economic situation of
one country might have an impact on the rate ofvgron another country. In
order to overcome this problem, spatial econongttiechniques have been
employed in the analysis of growth and also the GidRvergence itself. We
consider a model, named spatial Durbin-Watson msieM):
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AlnGDPt = ﬁllnGDPt_l + pW : lnGDPt + Xt]/ + w - Xt - 9 +a+ &ty (2)

where InGDP, and InGDP;_, represent thenxl vectors of the GDP of the
n considered countries in peribdandt-1, respectively)X; is the matrix of growth
factors for particular countries in perigdsuch that

xlt,]
Xnt'
is anxk matrix of growth factors in periot] whosei-th row represents the growth
factors of thei-th country in that periodg is a nxl vector of (time invariant)
individual effects ¢; is anxl vector of error terms in peridd 6 is akx1 vector

of parameters that reflect the influence of grofetttors for other countries on the
rate of growth of the-th country,p points out the importance of growth rates of
other countries for the rate of growth of th#éh country,W is a spatial weights
matrix which emphasizes which of the countries iaterrelated stronger than
others. If the error term is spherical and furt@er 0 and p = 0, non-spatial
model (1) comes up.

Most authors use either weights based on the ieva@rgeographic distance
or on the fact of being (or not) neighbours, howesech an approach seems
disputable nowadays. A number of countries fornbslthat cooperate between
one another, while others do not follow this ruéspite geographic closeness with
Northern and Southern Koreas being the best examflso, the issue of
geographic distance might be of great importancéevthe considered partners lay
far apart, that is for example on different contitse yet the availability and
relatively low transportation costs together withighh globalization of
contemporary world certainly reduce the importanté¢his factor in the case of
relatively closer countries.

Two alternative specifications of the weighting maiare then proposed.
The first of them is based on the level of the exgje of goods in the considered
pair of countries. It is likely that in the caseaopair of countries whose volume of
trade is high, also the broadly understood econamanges in one of the partners
shall have a serious influence on the other onew/ilp. A possible example is the
CPI. Suppose that it increases vastly in one ofrdde partners. In the case of high
exchange of goods between the two considered ¢esngme can expect it to have
a serious influence on the level of prices in tlagtrering countries and thus —
indirectly — also on its GDP growth. That is why the first alternative
specification the weighting matrix is constructeithwthe use of the average
volumes of trade between particular countries thhowt the period of the analysis.

The other considered alternative stems partly ftbenlogic of the gravity
models. Those assume (among others) that the gtrehggade relation in a pair of
countries, measured by their volume of trade, déperpon their differences in the
level of development. The countries that are similadhe sense of their GDP shall
cooperate with greater strength, which means thatweak have greater trade

Xt=
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relationships with the weak, while the giants amerlikely to cooperate with the
giants Bledziewska and Witkowski 2012]. We transmit theidogf the gravity
models to the field of GDP growth in order to teghether the empirically
confirmed property in the world of internationadde can also be found in the case
of growth. We thus construct the second alternatiighting matrix using as
weights the inverted absolute differences in tivellef GDP per capita measured
in PPP. In all the considered cases we use the axitransformation in order to
standardize the weighting matrices [Keleijan anacRa 2010].

All the spatial models are estimated with the usenaximum likelihood
implemented by Belotti et al. [2013]. The consistenf the GMM requires model
(1) to be transformed to the

INGDPy = (B1 + 1)InGDP; ¢4 + xit'y + a; + &4, 3)
and similarly, model (2) is transformed to
lnGDPt - ()81 + 1)lnGDPt_1 + pW : lnGDPt +Xty + w - Xt - 9 +a+ Et (4)

which changes nothing in terms of their meanind,rbquires subtracting 1 from
the estimate of the parameter bitGDP;,_, or InGDP,_; in order to attain the
convergence parameters.

One can consider limiting the set of growth facttrat have a “spatial”
influence, that is: that have an influence on tite of growth of the “neighbors” to
just those that are found significant in the sesfs® = 0 since it is quite likely that
only some of the;, have an influence not only on the rate of growitthei-th but
also some other countries. We thus denofé ake matrix of those growth factors
that are found significant in the sensefof 0 (hot just they = 0 and follow the
same rule replacing with 8 and thus the model (4) is converted to:

InGDP, = (B, + 1)InGDP,_; + pW - InGDP, + X,y + W - X, 0+ a + &. (5)

Last but not least, since a couple of models caprbposed considering the
different weighting schemes, a procedure needs tdopted in order to select one
for the analysis. A choice of the best one can bdemwith the use of information
criteria, which is the solution adopted in this @apspecifically the minimization
of Schwarz criterion is used in this case, althotighdifference in the number of
degrees of freedom between the particular modeksmiall, thus other criteria
would usually yield the same answer. It should bdced that most researchers
treat the weighting matrices as “given” and — insincases — consider mostly the
selection of a functional form of the model itsatid to a much lower extent the
shape of thaV matrix. However, as it is shown in the empiricasults in this
paper, that need not be the always-best approach.
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THE DATA

The analysis covers the 1993-2013 period and ischas 3-year subperiods
(the first subperiod is 1993-1995 while the lasé @ 2011-2013). Under such an
approach, GDP growth for a given subperiod is dated as the difference
between log GDP per capita levels in the last péargiven subperiod and the last
year of a previous subperiod (divided by 3 to egprannual changes). The initial
GDP per capita is taken as GDP per capita leveh filoe last year of a previous
subperiod while explanatory variables are calcdla® arithmetic averages for the
years covered by a given subperiod (in the casenie$ing data, the required
figures are imputed).

It is necessary to choose the set of explanataighlas which are treated as
economic growth determinants in the regression teapg From the theoretical
point of view, the appropriate variables are thibsg characterize different steady-
states to which the individual economies are temdiln empirical studies
numerous growth factors are tested whose choicecoisstrained by data
availability. Also, it is impossible to include toonany variables due to
multicollinearity and insufficient degrees of fresd issue. In this study, 21
variables (in addition to the initial GDP per capitvere initially included in theT
growth regressions. Those are listed in Table 1.

Table 1. List of considered explanatory variables

Variable name | Variable description | Unit (scale)
Variables included in the final SDW models
gdp0 Log of initial GDP per capita at PPP Constza$
inv Investment rate % of GDP
open Openness rate (Exports + imports) / GDOP
cab Current account balance % of GDP
life Log of life expectancy at birth Years
econfree fi Fraser Institute index of economic From_ O=lowest to
— freedom 10=highest

wgi World Bank’s worldwide governance | From —2.5=lowest to

indicator +2.5=highest

Variables excluded from the final SDW models

human_cap Index of human capital* From 1=lowegtthighest
school_tot ﬁ%/_el_)rage years of total schooling (age vears
school_ter Populqtion (age 15+) with tertiary % of total population

schooling
edu_exp Expenditure on education % of GNI
exp Exports of goods and services % of GDP
fdi Foreign direct investment, net inflowsg % of GDP
gov_cons Sxepneer:giltgfgernment consumption % of GDP
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Variable name Variable description Unit (scale)
infl Inflation rate (annual) %
cred AnnL_JaI change of the domestic credit % points

provided by banking sector to GDP ratio

Index of democracy (average of civil .
dem_fh liberties and poIitic)a/tI(rights%ccording From 1=lowest to 7=highest

(inverted scale)

to Freedom House)
fert Log of fertility rate Births per woman
pop 15 64 Population ages 15-64 % of total
pop_den Log of population density Peoplefkm
pop_gr Population growth (annual) %
pop Log of total population Persons

* Index of human capital per person, based on yehsghooling and returns to education,
taken from Penn World Table 8.0. Note that onlew Df the above mentioned variables
remain in the final specifications presented i fhaper.

Source: Data taken from the Penn World Table 8.6¢ld\BankWorld Development
Indicators, IMF World Economic Outlook, Fraser Institute, and Freedom House databases

Initial variants of the econometric model were restied on the basis of the
full set of growth factors. Then, the initial seashbeen reduced using backward
elimination of the least significant variables dielg the final set of six growth
factors included in the models discussed in the segtion. Also we eliminate
(with the use of a standard backward algorithm)agitoevth factors that are allowed
to be significant determinants of other countrgpgiwth.

EMPIRICAL RESULTS

The results of the final models are reported inl@ &b Columns 1-3 refer to
SDM models with three different types of includispatial effects while Column 3
concerns the reference Blundell and Bond’'s GMMeaysgstimator model. For the
sake of conciseness, we do not show neither estnwdtthe initial models based
on a greater number of variables.

As regards a given country’s growth factors, ihtuout that investment rate,
the degree of openness, current account surpfaseXipectancy, large scope of
economic freedom and good quality of governanceledd to a more rapid
economic growth of the considered countries. Tindifg is confirmed both by the
reference model as well as by the three altern&@D#®& approaches with spatial
interactions.



204

Mariusz Prochniak, Bartosz Witkowski

Table 2. Spatial Durbin-Watson model for the EU28rdries with (1) inverted
geographical distances, (2) inverted GDP per cajiftarences, (3) volume
of trade weights and (4) Blundell and Bond’s notisp@ffects model
(reference model)

geographic GDP difference | volume of trade non-spatial
regressor weights weights weights Blundell and Bond
1) 2) 3) (4)
country’s growth factors
gdpO0 0.7811*** 0.7338*** 0.7001*** 0.5236***
Inv 0.0088*** 0.0069*** 0.0086*** 0.0143***
Open 0.0005*** 0.0003*** 0.0004** 0.0007***
Cab 0.0048*** 0.0026** 0.0027* 0.0040***
Life 1.0159*** 1.2287*** 1.1122%** 1.8047***
econfree_fi 0.0496** 0.0314*** 0.0499*** 0.0385***
Wgi 0.0312* 0.0717*** 0.0970*** 0.2296***
spatial effects (other countries’ growth factors
gdp? —0.7269 —0.0006*** —0.0026**? -
Open - - 0.0000** -
Inv 1.0210*** 0.0002*** - -
Cab 0.6474*** - —0.0001*** -
Life - - 0.0050*** -
econfree_fi —2.0812** - 0.0004% -
Wai - 0.0022*** - -
selected statistics

initial GDP
per capita in ~0.0730%** ~0.0887%** ~0.1000%** ~0.1588%**
untransformed
model (p/a)
B coefficient 7.6% 9.3% 10.5% 17.3%
BIC —454.33 -471.41 -432.61 -
R within 0.9035 0.9082 0.8821 -
R?> between 0.9958 0.9965 0.9962 -
R?  overall 0.9835 0.9846 0.9800 -

ICalculated as:

(coefficient on gdpO minus 1) dididdy 3; 2Calculated as:

L= (1ANIn(1+4t), whereS: is the coefficient on initial GDP per capita inttamsformed
model (per annum) whileis equal to 12Other countries’ level of GDP per capita in the
current period. *** - significant on 1%, ** - sigficant on 5%, * - significant on 10%
significance level. Number of observations: 196hwit28, T=7

Source: own calculations

It is always an issue how to construct the “bestighting matrix as long as
the assumed criterion is economically sound. Heeealssessment of properties of
the three SDM models with alternative weights isden@n the basis of BIC
criterion. It turns out that the model with invettencome distances as weights is
found to be best (in terms of the BIC). The SDM elogith geographic weights
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proves to be notably worse while the model withgh&s based on the volume of
trade is the weakest of the considered ones. Helifterences in GDP per capita
work better as the factor responsible for weightihg other country’s growth

determinants. This result can be explained by séveasons.

First of all, in the globalized world geographicalistances play
a diminishing role in determining spatial interaos between countries. This
argument is of special importance in the case & enonomic and political
integration group, like the European Union. Theurtithn in trade barriers and the
facilitation of migration of inputs (labor and ctgd) all lead to a decreasing role of
geographical distances as a factor responsiblehf®rimpact of one country’s
economic performance on its neighbors. Seconduritst out that the volume
of international trade is not a strong factor limkithe countries either. Indeed, the
volume of exports and imports rather depends orsithe of a given country. For
example, big countries like Germany or Poland mgpeater volumes of exports
and imports in absolute terms while their sharesGDP are usually lower as
compared to smaller countries like Slovakia or BistoThird, it is the relative
level of development which is the most importardtda responsible for mutual
interactions between countries. This outcome shthas rich EU members are
affected by rich EU neighbors while poor membetestaare influenced by the
other poor EU neighbors. This finding is of gremportance and it shows the
nature of spatial interactions between the consdieountries. Hence, the weight
matrixes with inverted geographical distances —apgroach which dominates in
the literature — are not the best way of includspgtial effects in the econometric
model. Distances in GDP per capita levels seemetbditer, at least inside one
international organization like the European Union.

All the models confirm the existence of conditiopgatonvergence. The
confirmation of existence of the catching up precasong the EU countries is in
line with the economic theory and the other emalristudies which is another
argument for the economic validity of the considereodels. The SDM model
with inverted income distances as weights shows fheonvergence parameter
equals 9.3%. It is a significantly lower estimatart in the case of the reference
(non-spatial) model wher@amounts to 17.3%. This outcome is likely to shbat t
the standard approach to economic growth modehiight result in artificially
high estimates of the pace of convergence. A lpageof the pace of convergence
reported by standard econometric models with ndéigdpeffects might not be the
convergence itself — it is the effect of the impattthe other countries’ growth
factors (including the level of GDP) on the rateegbnomic growth of a given
country. Indeed, such a supposition is reflectedy weell by the estimated
coefficients for the variables responsible for gpagffects. Column 2 in Table 2
shows that the other countries’ level of GDP periteanegatively affects the rate
of economic growth of a given country. It meand thaeighbor countries become
richer the pace of economic growth in a given couist slower. The responsibility
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of this interaction for explaining a large part tife pace of convergence is
strengthened by the fact that the considered SDMlemadncludes income
differences as weights (most weighted are the cmsntwith similar level
of economic development). Thus, the SDM model shdivst a negative
relationship between economic growth and a givamtg’s initial GDP per capita
level is not so strong because part of this ratstip is caused by a negative
impact of GDP in neighboring countries on the @fteconomic growth in a given
country. However, the standard approach withouti@pdependence does not
account for this possibility and associates thé dfbrementioned effect to the
classical convergence process.

It is worth to add that a negative relationshipwsstn the level of GDP in
the other countries and a given country's growtie r@fers to the convergence
mechanism which is of supply-side in its naturecdmtrast, demand-side linkages
between the countries theoretically indicate rattier existence of a positive
relationship between the other countries’ GDP angiven country’ economic
growth: if neighbors are richer our exports areelljkto rise fostering economic
growth while a recession or a slowdown in neightmntries is likely to drop our
exports and output growth. These short-term densételrelationships have not
been evidenced in this study — partly because efaht that the analysis is based
on 3-year time spans to exclude the impact of sieont cyclical fluctuations.

The SDM model with inverted income distances (Tehleolumn 2) also
shows the impact of some other neighboring cowitigeowth factors on GDP
dynamics in a given country. It turns out that $patial estimate for the investment
rate is positive and statistically significantlyffdrent than zero. It means that
higher investment rate in other countries accedsrttie pace of economic growth
in a given country. This result points to very Wiial effects of investments in the
EU as a whole. It turns out that higher investmeaté leads to the acceleration
of GDP growth not only inside a given economy Habdn the other EU countries.
Such positive spillovers can be treated as a nogiven the existing literature.
While a lot of theoretical and empirical analyskevss beneficial spillover effects
of investments among the firms at the microecondevel, our study widens this
perspective as it indicates large beneficial spdtoeffects among the EU countries
at the macroeconomic level. Hence, any increaseniastment rate regardless
of the country or region has a positive impact eaonemic growth of the EU
as a whole (of course, the strength of this impgadifferent as reflected by the
weight matrix).

Another result of spatial examination is the puwsitiand statistically
significant spatial coefficient for wgi variablet shows that good quality of
governance is beneficial not only for a given coyrnbut also for the other
countries. This result indicates beneficial effeaftsnstitutional spillovers among
the EU countries. A good quality of institutionsargiven country is a significant
factor of economic growth for all the EU countrisf course, with different
weights as reflected by the weighting matrix). Henit is necessary for the EU
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politicians and policy makers to enforce institnbreforms in all the EU member
states to accelerate economic growth in the whategean Union.

Finally, it is worth to add that all the relatiomnzh interpreted here on the
basis of regression equations do not formally iaiicthe existence of causal
relationship. Causality is very hard to measurethélgh there are formal
econometric tests to verify the direction of caus#dtionship (e.g. Granger tests),
such a formal approach has a lot of shortcomings-aas we believe - it is better
to analyze causality using narrative-descriptivéhmeés as it is done in this study.

CONCLUDING REMARKS

This study develops the current state of knowledgereal economic
convergence by introducing spatial effects to themh model and assessing the
existence of convergence on the basis of spatiatioeships. In the paper we
propose an alternative structure of weights, base&conomic distances. Those
are constructed in two ways: (1) with the use @& Holume of trade between
particular countries, (2) on the basis of inverthfferences between the level
of GDP per capita of different countries. This mdare can be viewed as
robustness check to inverted geographic distaneg¢heamain determinant of the
strength of cross-sectional correlation. We esgémagppropriate spatial Durbin-
Watson models for the 28 EU countries over the 13®13 period.

We confirm the existence of GDP convergence andvstmat the model
with inverted GDP per capita distances is supeidothe approaches based on
inverted geographic distances and the volume afetrd&he SDM model with
inverted GDP per capita distances as weights slioatg? convergence parameter
equals 9.3%. It is a significantly lower estimatart in the case of the non-spatial
model wherglB amounts to 17.3%. This outcome is likely to shbat the standard
approach to economic growth modelling might resulartificially high estimates
of the pace of convergence.
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Abstract: This paper examines the effects of anticipated @mahticipated
money supply shocks over the 199%13 period across several sectors
of the Ukraine’s economy. It is found that the eiptited money supply
shock contributes to output growth in agricultufepd processing and
machine-building industries, with no impact for th&teel industry.
Unanticipated money shock is expansionary for thachime-building
industry, while being restrictionary for agricukkurin general, our results
reject the Monetary Neutrality Hypothesis (MNH).

Keywords. rational expectations, output, anticipated and nticgated
money supply

INTRODUCTION

Since it had been proposed in the early 1970s f.d&¥2], the ‘Monetary
Neutrality Hypothesis’ (MNH) suggest that undeiigaal expectations anticipated
changes in the money supply have no effect onaegdut, being translated into
proportional changes of the price level. Only uigpated changes in the money
supply have real effects, as economic agents cafistiiguish between current,
relative and absolute demand shifts.

Empirical tests of the MNH produced mixed resuBarro [1978] obtain that
unanticipated money growth have effects on the Wi8put, while anticipated
changes have no effect on output. Such effectsarfirmed for the U.S. in several
other studies, for instance Ravn and Sola [2004]igf2005], or Pragidis et al.
[2013]. Among other countries, results in line withe theory of rational
expectations are obtained for Brazil [PragidisleR@13], Iran [Farahani and Abadi
2012], and Singapore [Maitra 2011]. Evidence inofasf the majority of rational
expectations propositions are found for the pariedd countries [Apergis and
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Miller 2004]. However, many empirical studies dd sapport assumptions of the
rational expectations school. Except the U.S., ticipated and actual changes in
the money supply are found to be about equally psaxplanations of real output
growth for other industrial countries [Darby 1980kher studies report that money
still matters for business fluctuations [Chatterj@@99]. The non-neutrality
of money, at least in the short run, is found fodid [Jha and Donde 2001/02],
Mexico [Wallace and Shelley 2007], Pakistan [Bilgset al. 2012], and Turkey
[Yamak and Kigikkale 1998]. A negative short-run relationshipwasn money
supply and output is not ruled out as well, as itound for Argentina and Brazil
[Bae and Ratti 2008].

As mentioned by Devadoss [1991], money neutralittha aggregate level
does not necessarily imply that the hypothesis dhaldthe disaggregate level as
well, assuming that input and/or output price ritigd vary across sectors.
Consequently, aggregate level evaluation of mowetsinocks can present
a distorted picture of the disaggregate level ¢ffec

The purpose of this paper is to review the thecaktiunderpinnings
of monetary policy effectiveness and estimate theievance for the Ukraine’s
economy, based on the decomposition of money supty anticipated and
unanticipated components. We test the MNH hyposhiesi several sectors of the
Ukraine’'s economy. The empirical results indicakmtt either anticipated or
unanticipated money supply is positively correlangth aggregate output growth,
while sectoral effects are quite heterogeneous.

In the next section, the theory underlying impottdifferences between
macroeconomic effects of anticipated and unantieghpamoney supply are
discussed in detail. Then statistical methodolaygutlined and empirical results
are discussed. Finally, a brief summary and sugmgestfor future research are
provided.

THEORETICAL ISSUES

Several very different theories explain effects ahticipated and
unanticipated money supply. A seminal paper by EJd&72] explains a positive
relationship between output and inflation by impetfinformation regarding the
aggregate price level, despite perfectly flexibiegs and wages. The Lucas supply
function with rational expectations implies thataaticipated money supply
temporarily stimulates output, but eventually omguses inflation, as market
participants become fully informed about pricestiéipated changes in the money
supply are neutral in respect to output, affectinty the price level.

Barro [1976] proposed the model that assumes thakeh participants with
imperfect information cannot distinguish betweemgragate and market-specific
shocks. Because people do not observe the pricak gbods, but are focused on
the prices in their sector of the economy, the tiognated money supply shocks
are misinterpreted as market-specific shocks ansl ldad to output growth. A shift
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in relative demand away from the goods producedthgr sectors is instrumental
in an increase of output. However, the anticipatexhey supply shock results in
proportional price changes in all sectors, witreffect on output to follow.

In the presence of nominal price and wage rigigiti@ Keynesian
assumption that the anticipated money supply ddfestareal macroeconomic
variables is restored under the assumption of matiexpectations. Fisher [1977]
proposed a model with rational expectations thebat for existence of long-term
contracts, which are valid for period longer thae time it takes the monetary
authority to react to macroeconomic shocks. As nainivage is fixed over the
length of the contract, a higher than expected maupply growth leads to a
higher inflation and a fall in real wages. This,tinn, induces employers to hire
more workers, which raises the output.

There are a few other mechanisms that imply norraky of anticipated
money supply: the Tobin effect implying that argated inflation reduces capital
accumulation [Fischer 1979], myopia of househo@sdud and Tsomocos 2004],
imperfect synchronization of price revisions [Captind Spulber 1987h fixed
cost of changing firms’ pricing plans [Burstein B)0money functioning in a
centralized market [Williamson 2006]. A possibilitgf the contractionary
anticipated increase in the money supply is dematest by Rojas-Suarez [1992]
under assumptions of the money-based expectatibtheoexchange rate and
financially-constrained producers.

For illustrative purposes, a simplified, stochastiersion of an open
economy model under rational expectations presasitfollows (except interest
rates, all variables are expressed in logarithisy$ton 1985]:

Y =c(p ~Eap) +GE(p - b -8 )+ c, (1)
Vi = gp(et + p: - pt)_gr[rt* +E6, € _(E(it—l_it)]+gyy: *+ 9o, 2
m-p =y -k +Eq..-e) 3)

wherey;, p, & are domestic output, price and exchange rate, césply, y, and

p, are foreign output and price, respectivaty,is the aggregate money supply,

it is the general price level, defined as a weiglateztage of domestic and foreign
prices,

i, =yp + A-Y)(& + py) (4)

In Equation (1), the aggregate supply is incredgednexpected increases in
the domestic price and anticipated appreciatiorthef real exchange rate. The
former refers to a monetary surprise effect, whetnal price is above its expected
level, while the latter reflects the relative pridfamported inputs.

Equation (2) describes the aggregate demand assiivpofunction of a
depreciation of the real exchange rate and anaseren foreign output, with a rise
in the expected real interest rate having a cotitraary effect.
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In Equation (3), the demand for money is incredsgdutput, with income
elasticity being set equal to one, while an incedasa nominal interest rate is of an
opposite impact. The money supply is assumed exagerAlthough it is a well-
established fact that changes in money growth oggar to changes in output, the
real business cycle (RBC) models predict just tyosite [Ahmed 1993]. Money
responds to real shocks, such as technological vaiioms, environmental
developments, energy prices, labour market comditigovernment spending and
taxes, through a change in banking sector depdsitider to meet the increased
transaction service in anticipation of the incre@seutput, the banking sector
reacts by attracting additional funds to increagpodits, which expands the
quantity of inside money. Another explanation refés subjective expectations
about future economic activity, which are matezidi in asset prices and interest
rates. In order to avoid interest rate instabilitie central bank could be inclined to
accommodate money demand shocks through chang#s monetary base (or
outside money).

The aggregate money supply is the sum of detertiingd stochastic
terms:

m =, +ave, +u (5)
wheremy is the anticipated component of the money supplyand uare the

unanticipated permanent and unanticipated trarysitcomponents of the money
supply, respectively.

Solutions of the three-equation system<(B) for exchange rate, price and
output as functions of the money supply provideéhlite following expressions:

§=€+m, +%vt_1+%ut’", (6)
a)L+tk)
pt:ﬁ+nb+%vt_1+(g"+izz(+ D, @
__+C(gp+gra)(1+kl) m
t AA, U, (8

where A, =ck, +(g, +g,a)+c+k; ),
A =c+g,+g,a>0,
A =1+k (1-a)>0,
€, p,andy are constants which are functions of the non-gtsiih terms
in Egs. (13~(3).
Macroeconomic effects of unanticipated and antteipachanges in the

money supply are illustrated within the-¥ space on Figure 1. The curve labelled
AD describes combinations of income (Y) and thecerievel (P) that give
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equilibrium in the goods and money markets. Theeggte long-run and short-run
supply schedules are presented by the curve labe&S and SAS, respectively.
The temporary increase in the money supglybrings about a depreciation of the
domestic currency, so that the aggregate demameéases (a rightward shift of the
demand schedule from Ao AD,), despite a rise in the price of domestic output.
As wages are fixed during the contract period erdahis a money illusion among
workers due to incomplete information, aggregatgpbualso increases due to a
lower producer’'s real wage. Consequently, output price level are increased
(p. B). Beyond the current period, the expansiorfgct on the economy is lost,
because in the absence of further unanticipated eynosupply shocks
macroeconomic variables return to their equilibrilenels (p. A). It is worth
noting that such a result is predicted by either ew Keynesian sticky-wage
models, or the New Classical models [Ahmed 1993].

Figure 1. Macroeconomic effects of the money sugplycks
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Source: based on Marston [1985]

Fully anticipated increase in the money supfiy= islassociated with a

proportional increase in the exchange rate (equgty) and the domestic price
(equation (7)), with output unchanged (equation.(8pllowing an anticipated
increase in the money supply, a rightward shifthef aggregate demand AD curve
is combined with an upward shift of the aggregéiertsrun supply SAS schedule,
with a new equilibrium achieved for exchange rate price level (p. C).

It is not ruled out that the anticipated money $ymgpowth is negatively
correlated with output, as it is the case under eydrmased expectations of the
nominal exchange rate in an economy with financahstraints [Rojas-Suarez
1992]. Such a non-conventional outcome is facdidaby a decrease in the real
money supply brought about by an increase in thieeptevel in excess
of a corresponding increase in the anticipated maupply. The restrictionary
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effect is further strengthened by a substantidhiivihary pass-through resulting
from the exchange rate depreciation (it impliesva Value ofy in Equation (4)).

DATA AND STATISTICAL METHODOLOGY

The empirical analysis uses Ukraine’s quarterlyesefor the sample period
1999Q1+-2013Q4 on the money supplynj, the nominal effective exchange rate
(&), the real gross domestic produgd) @nd output across several sectors of the
Ukraine’'s economy (agriculture, food processing,chmae-building and steel
industries), consumer price inflatioep(;), the government expenditurgy)( the
world market prices for crude oiloi{}), metals fnetal}) and agricultural raw
materials praw;). All data are taken from the IMHFnternational Financial
Satistics online database and the database of Ukraine’ss Staimmittee of
Statistics (www.ukrstat.gov.ua). We use the loganipbf the time series. Exce@t
cpit, oil;, metal; and praw;, all other time series are seasonally adjustetl e
Census X-12 method.

Empirical testing of rational expectations hypot#sesre associated with
numerous difficulties, including identification @honey supply components and
choice of appropriate estimators. There are sevaparoaches for testing the
MNH: (i) a two-step procedure, (ii) a joint estinmat procedure, with the money
forecasting equation and output being estimateal gimultaneous system, (iii) the
Beveridge-Nelson decomposition. Following Barro [1978], a tstep procedure
implies that initially current money supply is regsed on its lagged values, the
past unemployment, and a current fiscal variabkernTforecasted values are used
as a measure of anticipated money supply, withdifierence between actual and
anticipated money supply being interpreted as asoreaof unanticipated money
supply. The difference between actual and expauitey growth is viewed as an
alternative to estimating a long distributed lag actual money growth rates
[Darby 1980].

Assuming that the aggregate money supply contaiabserved permanent
(anticipated) and transitory (unobserved) compa)artnsisting of a random walk
(with drift) and stationary autoregressive procefih mean zero, the Beveridge
Nelson decomposition [Beveridge and Nelson 198akifollows:

®L)[am -n]=6(L)e,, ©)
where the permanent component is defined by
Av =n+Y (e, W(L)=6(L)eL)™, (10)
and the transitory component is defined by
u" =L, BL)=- D v, (11)

k=j+1
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Applying the Box-Jenkins methodology, it is found that the moneypsup
follows the ARIMA(1,1,3) structure. The forecastsiduals represent the
unanticipated component of the broad money suply. (2a). The anticipated
money supply component is estimated through in-$auimme period ahead forecast
(Fig. 2b). The anticipated and the unanticipatedmanents ofn are denoted by

and u" respectively. A strong negative monetary surphise occurred in 2004Q4
and 2009Q1, in the wake of serious crisis developsim the Ukraine’s economy.
In both cases, the primary motivation behind asligcrease in the money supply
was a stabilization of the foreign exchange markelipwing an outbreak of
substantial downward exchange rate pressure.

Figure 2.Unanticipated and anticipated components of theemasupply, 19992013
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Source: own calculations

Several criticisms in respect to the rational exg@ns hypothesis refer to
the fact that (i) money surprise last for too lamg (ii) conclusions do not hold
under reasonable alternative ways of testing [Ahrh@83]. In order to test an
assumption that the inside money (banking deposits) better proxy for the
money supply effects than the outside money (theatawy base), we used the
difference between the money aggregate M2 and threetary base as a measure
of the former.

Also, the bivariate BlanchardQuah decomposition is used as an alternative
way of extracting anticipated and unanticipated gonents of the money supply
[Blanchard and Quah 1989]. The effects of moneypbuphocks on output are
classified as temporary while the effects of agategupply shock are assumed to
be permanent, both restrictions being consisterth ilhe MNH. The main
advantage of this methodology is that the strutfaR approach is closely based
on economic theory while allowing the data to deiae the short run dynamics.
Overall, the process of empirical illustration afoaomic theories is extended
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towards the quantification of structural parametéh®ugh this is not aimed at
thorough empirical testing of such theoretical @pts as the MNH [Dunn 2002].
As the Augmented Dickeyfuller (ADF) and the PhillipsPerron (PP) tests
testify that all variables, except unanticipatedneyo supply, are non-stationary in
levels and become stationary upon first differegcioutput equations for the
aggregate (GDP) and disaggregate sectoral datstingated in first differences.

EMPIRICAL RESULTS

Using the anticipated and unanticipated componefntise money aggregate
M2 from the BeveridgeNelson decomposition, estimates for aggregate tdutpu
growth are as follows (t-statistics in parenthesis)

y,= 0116y, + 020%™ -013%_, + 0150metal,. (12)
(302)  (2417)  (-213") (513)
R?=041 DW=182 ADF=-738

According to the coefficient of determinatior?, Rndependent variables
explain 41% of the variability of aggregate outgubwth, measured as the first
differences of the logarithm of GDP. The DursliWatson statistics (DW) does not
indicate the presence of first order serial coti@hain residuals. The ADF test
rejects the null hypothesis of the unit root inidaals at the 1% level of statistical
significancé.

As predicted by the rational expectations thedng, einanticipated money
supply contributes to output growth. Our resultdicate that a 1% unexpected
increase in the money supply will result in a 0.8%rease in output growth.
However, the anticipated money supply has an expaay effect as well. Despite
the fact that the value of the coefficient onis about a half of that of the

coefficient onu™ ,there is no neutrality of anticipated money sugplyespect to

output growth. Among other factors, GDP growth tisnalated by the exchange
rate appreciation and higher world prices for nget@luite surprisingly, there is no
any specific effect of the 206009 financial crisis. A realistic explanation nat
the exchange rate depreciation had absorbed allathverse external shocks
associated with the crisis developments.

The outcome from our estimations of sectoral mosapply effects is
reported in Tables-34. Residuals of all equations are white noise,catilng that
they are appropriate estimates of sectoral outfmyittp. For both of decomposition
methods — BeveridgeNelson and BlanchareQuah, column | contains estimates
of money supply that is the monetary aggregate Wile column Il refers to the
money supply measure based on the ‘outside’ man&y, money aggregate M2
minus monetary base.

1* means statistical significance at the 1% leVedt the 5% level, and@ at the 10% level.
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Table 1. Determinants of machine-building outpuvgh

Variables E‘;everidge—NeIlslon I|3Ianchard—Qu|:|;1h

0.411 0.357 0.528 0.448

" (2.54") (2.57) (3.28) (3.31)
. 1.114 0.637 1.082 0.522
h (3.92) (2.71) (3.65) (2.10%)
0.405 0.381 0.266 0.245

&1 (1.98™) (1.75™) (1.26) (1.12)
o -0.776 -0.650 ~0.963 -0.778
Pl (-2.25) | (-1.94") | (-2.76) | (-2.37")
R? 0.26 0.20 0.25 0.19
DW 2.08 2.18 2.02 2.06

ADF ~7.94 ~7.26 -8.25 ~7.16

Source: own calculations

Regardless of specification of the money supplysuess and the type of its
decomposition into anticipated and unanticipatednmanents, the anticipated
money supply positively affects output growth ire thachine-building industry
(Table 1), food processing industry (Table 3), agticulture (Table 4). The
machine-building industry is the only sector of thieraine’s economy where there
IS a strong contemporaneous effect of the unastiegh money supply on output

growth (the value of coefficient omy" is much larger if compared with the

estimate for aggregate output). Money surprisd isegative effect for agriculture
(Table 4), while there is no statistically sign#ic impact for the machine-building
and food-processing industries. For the steel imgusnonetary neutrality is
observed for both anticipated and unanticipatedenp@upply components, as no
evidence is found, at any lag, of a significaneeffof money supply shocks on
output growth.

As the unanticipated money supply growth is negdtivcorrelated to the
agricultural output growth, it creates a problem donventional explanations that

attribute u" effects to a favorable monetary surprise, evenghmegative money

supply effects are not lacking in the case of oteenponents of the money supply.
Devadoss [1991] finds that the anticipated mongpluhas the adverse impacts
on the U.S. agricultural output over the first thrguarters, but then it cuts off
relatively quickly. Explanation refers to a rapidcg/flexible costs squeeze, which
causes a decrease in agricultural output. As thestmdents are possible (such as
reduced input use), the negative impacts are velgtishort lived. However, the
effect of unanticipated money supply is positivel @nolonged in time, in line with
the rational expectations theory. Sounders andedil986] explain the same
negative relationship between the money supplythadJ.S. nominal gross farm
product by a strong positive impact of money sumpiyagricultural prices.
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Table 2.

Determinants of steel output growth

Variables Beveridge-Nelson Blanchard-Quah
1 2 3 4
0.120 0.120 0.123 0.119
" (1.31) (1.31) (1.41) (1.60)
" ~0.194 -0.194 ~0.076 -0.136
t (-0.78) (-0.78) (-0.32) (-0.78)
0.441 0.441 0.456 0.452
&1 (2.82) (2.82) (2.98) (2.98)
et 0.175 0.175 0.164 0.163
(2.12") (2.17") (1.96™) (1.98™)
orids -0.232 -0.252 -0.228 -0.229
(-6.49) (-6.94) (-6.79) (-7.07)
R? 0.53 0.53 0.53 0.54
DW 1.91 1.91 1.90 1.91
ADF ~7.35 —7.18 ~7.45 ~7.47

Source: own calculations

The result for GDP — that suggests an elasticity@fL3 between output
growth and nominal exchange rate — does not haléddatoral data. Contrary to
the estimates for aggregate output, the exchartgedepreciation contributes to
output growth in the machine-building industry. Téame positive relationship is
obtained for the steel industry, but no exchande edfect is detected for food
processing industry and agriculture. Coefficiemsaa in specifications for output
growth in the food processing industry are negadive large enough, but they lack
statistical significance (however, exclusion of thgged exchange rate leads to a
higher degree of serial correlation observed inrésgduals). As for agriculture, all
the coefficients oma-1 turned out to be small and insignificant ones. Wiaa
alternative definition of money supply is used,i&nresults are obtained.

Inflation is restrictionary in the estimates for chae-building output
growth (the coefficient orepii-1 is negative and significant at the conventional
levels for all specifications), but it is neutralrespect to output in other sectors. It
is worth mentioning that there is no evidence of significant effects of inflation
on Ukraine’s GDP growth (equation (12)).

As suggested by therisis dummy, the steel industry had been heavily
affected by the 2068009 financial crisis, but other three sectors waraffected.
The result is intuitively appealing as the steeluistry had been the largest source
of export revenues over the pre-crisis decade, itsutimportance has been
on a decline during the 20432014 period, as it has not caught up on the deep
slump after the 2068009 financial crisis.

The food processing industry benefited from goodvésts of 2001 and
2013, as it is revealed by tharvest1 dummy. Also, there is the reverse relationship
between an index of agricultural raw materials ggi@and food processing output
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growth, which implies an improvement of supply citiotis for the food
processing industry due to a weaker demand forréexjed domestically-produced
agricultural commodities (wheat, corn, sunflowered® sugar) and cheaper

imports of such important inputs, as cocoa or palm

Table 3. Determinants of food processing outputvjno

Variables Bleveridge—NeIszon ?I?IanchardQuzzh
0.358 0.207 0.244 0.191
" (3.08) (2.36") (2.44") (2.22")
um -0.287 -0.174 -0.235 -0.059
! (-1.32) (-0.88) (=1.06) (-0.33)
-0.274 -0.057 -0.274 -0.213
& (-1.29) (-1.27) (-1.34) (~1.05)
-0.375 -0.396 -0.403 -0.395
prai-: (-2.99) (-2.85) (-3.16) (-3.03)
harvest1 0.075 0.074 0.074 0.077
(3.04) (2.86) (2.94) (3.04)
R? 0.36 0.36 0.34 0.31
DW 2.03 1.98 2.04 2.14
ADF -7.02 -6.93 -7.30 -7.28
Source: own calculations
Table 4. Determinants of agricultural output growth
Variables Bleveridge—NeIszon Bélanchard—QuaArh
0.203 0.168 0.199 0.174
" (3.72) (3.44) (3.59) (3.49)
um -0.285 -0.236 -0.290 -0.228
! (-1.94™) (-2.08) (-1.95") (-1.977)
. 0.067 0.077 0.055 0.058
Oili-1 (2.08) (2.25") w72y | (@78
-0.172 -0.147 -0.149 -0.101
G (-2.20") | (-1.89") | (-1.92%) | (-1.31)
harvest? -0.119 -0.117 -0.117 -0.113
(-4.87) (-4.72) (-4.74) (-4.53)
R? 0.37 0.36 0.37 0.37
DW 2.16 2.19 2.12 2.14
ADF -8.01 -8.42 -8.26 -8.15

Source: own calculations

However, the agricultural output growth is not séves to changes in the
world price of agricultural raw materials. On th@er hand, it benefits from higher
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oil prices, and this link probably reflects higltermand for biofuels produced from
vegetable oil. There is a weak evidence of negathygact on agriculture by the
government expenditure (the coefficient @n is negative and statistically
significant at the 10% level in three out of fopesifications). It is quite natural
that bad harvests of 2003 and 2007 had slowedgtieutural output growth, as it
is indicated by théarvest2 dummy.

CONCLUSIONS

The results show that money generally plays assitzdily important role in
explaining GDP and sectoral output growth in Ukeaih is found that anticipated
and unanticipated money supply positively affeci3PGgrowth, with the impact
of the latter being almost twice as large. Howeeerpirical estimates indicate that
there is a different behaviour regarding the efféfcnonetary shocks on sectoral
output growth. Money supply effects for the macHdéding industry mirror
those ones for the aggregate level, but it is hetdase across other sectors. There
are no money supply effects for the steel industhough the anticipated money
supply contributes to growth in food the procesdimdustry and agriculture, the
unanticipated money supply is likely to be neutnathe former and restrictionary
in the latter. Generally, our results reject thenstary policy ineffectiveness
hypothesis of Rational Expectatierdatural Rate models in that only
unanticipated money supply can affect real output.

Although our findings indicate that monetary pojigshich is usually related
to anticipated money supply, does affect outpuknaine, it leaves unresolved the
problem of substantial sectoral differences of nyoseipply effects. Among
possible explanations, different price setting na@i$ms, exchange rate effects
and industry-specific financial constraints areb#® mentioned. Also, there is a
puzzle of a strong negative monetary surprise iicalgure. Further exploring of
these issues, especially the nature of exchangeerkqtectations, is left for future
research.
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Abstract: The main objective of this paper is to predict #adue of social
capital at Red Hat Corporation, using a developedral network model.
Training data were collected and calculated basad balance sheets
published for the years 2005 - 2012. Five variallese proposed as an input
of the neural network. The output variable presgritee value of social
capital, calculated by fundamental equation [Wadukcz 2006].
The artificial neural network had been trained fatiStica Automated Neural
Network.

Keywords: artificial neural network, social capital, soforoputing, open
source software

INTRODUCTION

Social capital, which is the most valuable resowtall IT companies,
is defined as all the formal and informal relatiops between employees: their
ability to cooperate, trust, solidarity, loyalty éach other, etc. These are extremely
essential features, since the passion, commitmedtemthusiasm of engineers
developing software determine the success of spplications and company as
well. That is why the competent and reliable meas@nt of those assets value
should therefore be one of the priorities of thedmpany. Literature presents and
characterises plenty of tools which allow the eatibin of social capital. However,
no widely accepted method using soft computingldees proposed so far. In 2013
the author applied an interesting method and cdeduthe analysis of using an
artificial neural network to assess the value ofiaocapital in IT companies
[Siderska 2013]. This paper investigates the pteiof the value of social capital
at Red Hat in the first quarter of 2013, using jesmga model of the neural network.
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THE HISTORY OF OPEN SOURCE MOVEMENT

To fully understand an open source developmenti@ndotential power
it is necessary to assimilate some backgroundrimdton on this movement and its
main pioneers and activists: Eric Raymond, Richitd Stallman and Linus
Torvalds. The origins of open source software dmtek to 1965 when a team
of scientists from Bells Labs AT&T, MIT and Gener8lectric Company
developed a new operating system - Multics. In 1B&hard Stallman from MIT
started developing a free operating system callet §Gtallman 1995]. One of the
leading members of the GNU project, Eric Raymondlighed in 1997 the paper
"The Cathedral and the Bazaar", which has beengresed as one of the most
fundamental texts in the history of open sourcee Bssay proposed new and
innovative models of free software development. Rayd discussed his theories
in terms of fundamentally different developmentlesy the cathedral model and
the bazaar model [Silvester 1991]. Raymond comppregrietary and commercial
software to monumental cathedrals built in conegiin and silence. He was
convinced that “the most important software (esgfcoperating systems) needed
to be built like cathedrals, carefully crafted gividual wizards or small bands
of mages working in splendid isolation, with noda be released before its time”
[Raymond 1999].

Over 20 years ago a Finnish student - Linus Tosyaldcided to develop the
new kernel of the operating system - Linux. Thecess of the software developed
by him convinced Raymond that the bazaar modelaums of the massive effort
undertaken by a large number of developers, wotiliglprofits to both authors
and users. The fundamental statement defining bamadels was an argument
written by Raymond: “given a large enough betagtesind co-developer base,
almost every problem will be characterised quickhd the fix will be obvious
to someone [Raymond 1999]".

RED HAT CORPOPRATION

Company background

Nowadays the biggest computer company making opercs development
a key part of its ongoing software strategy is R&d Inc. It has its corporate
headquarters in the USA with satellite offices waide. The flagship product of
the company is Red Hat Linux — one of the most fopdistributors of the Linux
operating system. As of May 31, 2014 Red Hat hautayimately 6500 employees
worldwide. However, the most important contributiohthe company’s success
has been its developers - volunteers from all dier world. The number of
individual developers working on Linux kernel haeseh increasing over the
different versions of the programme. Over 12% of the Linux kernel
development has been done by developers who aryedpby Red Hat. Nearly
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18% of developers are doing this work on their owith no financial contribution
from any company [Corbet 2012]. Red Hat is the ddelader in providing open
source solutions for the enterprise community. Redt Linux is being
disseminated under the GNU General Public Licengleowt any fees. However,
the company benefits mostly from support and ses/jRed Hat 2013].

In 2005 Red Hat became a part of the NASDAQ, anr-the counter,
regulated stock market in the United States, uttteeisymbol RHAT. In 2006 the
company listed its shares on the New York Stockharge (NYSE) under the
ticker symbol RHT. It boasts a number of powerfustomers including Amazon,
DreamWorks, Morgan Stanley etc. [Munga et al. 200Bhe company has
achieved significant success in the software mafle¢r the last four quarters, the
company’s revenue rose by an average of 16% yegean The largest growth
was in the first quarter of 2013, when the revedimbed by 19%. Notably, Red
Hat became the first billion dollar open source pany in its fiscal year 2012,
reaching $1.13 billion in annual revenue [BabcoBkZ. For the past ten years the
gross profit (difference between revenue and th& ob making a product or
providing a service) has been constantly growingese values are shown in
Figure 1.

Figure 1. Red Hat's gross profit for years 2002012 (in millions USD)
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Source: own study (on the basis of annual finanmejpbrts)

All those mentioned issues prove that the mostipuscassets of Red Hat
are software engineers, programmers and analysigietveloped the Linux kernel.
Their human capital builds up the social capitatief whole company, therefore
it is essential to assess the value of those iribasy
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Business mode

The literature lists and characterises many wayadufpting open source
software in business models. Frank Hecker suggesiate interesting business
models and strategies in his paper “Setting up :sti@p business of open source
software”. He summarised the following business e®dHecker 1999]: Service
support seller, Accessorising, Widget frosting,v8®r enablers, Brand Licensing,
Software Franchising, Loss - leader, Sell it, Ftee

Red Hat appliedervice support seller model - the most common business
model for companies involved with open source safewThe revenue comes from
media distribution, branding, training, consultirand post-sales support instead
of traditional software licensing fees. This modes originally recommended
by Richard M. Stallman in his GNU Manifesto, witlyghus Solutions being the
first company to implement such solutions. Nowad#yes best known vendors
applying the business model in question are RedaHdtCaldera Software. In the
operating system market the company competes Withited number of large and
well-established companies that have significagtiyater financial resources and
larger development staff: Microsoft, HP, IBM, OmclGoogle [Wikiinvest.com
2013].

Linux is being developed through the joint effofttimousands of volunteers
all over the world. They are creative people wharsttheir knowledge and make
constructive criticism of the work of other professls by developing and
improving these applications. The idea behind teeetbpment of open and free
applications is common, parallel and creative wofka team of experts, who
communicate with each other via the Internet. Tloeee such a process
is a creative process, since such applicationsi@igie, created for the first time.
The informal relations between them make the prtsdumaore perfect, secure,
reliable and with less backbiting and less fallitilan flag products of ICT giants
(such as the Windows operating system developetioyosoft). The passion,
commitment and enthusiasm of the volunteers deterntihe success of such
applications. Here, the Internet plays an imporfaant: efficient communication
and the rapid exchange of ideas between programhases a significant impact
on the progress in the development of such projects

Thevalue of Red Hat

The discussion of value should start with the motd social capital (SC),
according to Walukiewicz [Walukiewicz 2006]:
social capital (SC) is composed of formal and/or informal relatioamong
workers, teams, organisational units, etc. withiira (internal relations), as well
as formal/informal relations with customers, sugj banks, regional/central
governments, R&D institutions etc. (external relas).

Moving on, the market value of a given firm F at a given moment t,
denoted by V(F,t), equals the number of issuedkstoaultiplied by their current
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stock price. In other words, the market value &shice investors are ready to pay
for firm F at a given moment t of its present (big), taking into account
information about the past.

V(RH,t) will denote the value of Red Hat at a giy@nt in time t. Since the
entire capital of the firm is conceived of as cetisg of four parts (finance capital,
physical capital, human capital and social capitlad following formula can be
proposed:

V(RH,t) = v(FC,t) + v(PC,t) + v(HC,t) + v(SC,t) Q)

This is calledfundamental equation as it forms a base of the accounting
model for the social capital analysis. The formségs that in a market economy,
under the conditions of equilibrium, when demandads| supply, the value of Red
Hat equals the aggregate sum of the four comporsdués of its capital: financial,
physical, human and social at any moment t of itm’s past, present and future
[Walukiewicz 2006].

The market value of Red Hat at a given moment t, denoted by V(RH,t)
equals the number of issued stocks multiplied kerthtock price. For instance,
in 2009 there were 193 024 423 stocks and the spoie closed at $30.49.
The market value of Red Hat was hence $5 964 434 B other words, the
market value is the price investors are ready tp fpa a company at a given
moment t of its present (historyhe book value of Red Hat at a given moment t,
denoted by BV(RH,t), is defined as the differenetween its total assets and its
total liabilities, calculated at the end of a repwy period (year, quarter or month),
when balance sheets are prepared. Consequenthjpothie value is a step-wise
function of time. Red Hat's book value in 2009 wkis 304 605 000. The book
value is commonly understood as the value of thenpamy -calculated
in accordance with the accounting principles attioenent t defined as above.

For almost all stock exchange listed companiesythgket value is higher
— in knowledge-intensive sectors much higher - tih@ncorresponding book value.
The author claims that the difference between theket value and the book value
of each firm is simply the value of a company’'siabcapital. This means that
in traditional accounting a significant share ofnpanies’ market value is not
included on the company’'s balance sheets. Therelifee between the market
value and the total registered assets equalled5$4869 671 ($4.66 billion)
in 2009. This means that 78% of the Red Hat's markdue was ignored
by traditional accounting and not recorded on #kbce sheets. It is assumed that
1/3 of this difference is associated with the hurnsapital and the rest with the
social capital (software production is team wolRed Hat is a typical company
of the knowledge-based economy in a sense that thare a half of its market
value is produced by its social capital. The actogn items: goodwill
and intangible assets should be considered astemptof Red Hat to account
for its social capital, but the value of social italprecorded so far is less than 2%
of its market value.
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ARTIFICIAL NEURAL NETWORK MODEL

The training data contained information concerreagh quarter from 2005
til 2012 and were gathered from the balance sheetsished by Red Hat
Corporation, Microsoft and IBM. Taking into considdon the data concerning
these additional two companies, allowed the entaege of the whole training set
— it contained 96 cases (3 companies, 32 quartdrsjuarters per each year).
Moreover, such procedure resulted in an increast¢hén ability to generalise
the data.For artificial neural network the Statistica 10.Qutdmated Neural
Networks module was used. For instance, the valbi@gpput and output variables
for the fourth quarter of 2012 are shown in Tabl@ll variables are demonstrated
in USD, except employment which is shown in unier simplicity the values
of social capital, assets, liabilities, market ealand book value are converted
to millions of USD. The volume of employmeXs is presented in units.

Table 1. Values of input and output variables mfiburth quarter of 2012
(in millions of USD)

Market Book | Employment| Total L Social
. . Liabilities .
value value (in units) asssets capital
X1 X2 X3 Xa Xs Y
10 231 1599 4 500 2 492 892 5622

Source: own study

80% of the data set was chosen for the training b of the samples
constituted the cross-validation set and anothé&t ©0the samples were used for
testing. Measures were determined based on thenigaset and allowed to assess
the capacity for approximation. They point to theqgision in determining the
output variable value for input vectors presentedingd) learning. The most
significant is correctness for input vectors tharevnot presented in the training
process (ability to generalise the data).

There is no doubt that artificial neural networkrfpemance depends
on learning rather than programming. The main u$eaoneural network
is developing models - the formal structures or piagp a process
or a phenomenon. The neural network can be anlertehodel of any system.
The learning process is an iterative process, tedemany times, step by step, with
the fundamental objective to optimise the netwoakameters, i.e. the weighing
factors. Each of the input variables initially getdomly assigned weight, the
strength of its effect on the value of the outpariable. The values of the weighing
factors are determined in the learning processwhich neurons acquire the
knowledge and intelligence. The higher the weitité, more important the variable
given [Lula et al. 2007].
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In the present case a supervised, learning-witlxiadr approach was
adopted. This type of training is characterisedhgyfact that the networks receive
examples of normal operation that they imitate. id®&s the input signals, the
expected answers (the output signal) should berdeted. The network is trained
on the basis of the knowledge of the social capitdlie [Lula et al. 2007]. The
developed network model was trained using backamapon, which is one of the
most frequently used and the most effective legrrafgorithms of multilayer
neural network. Its essence was based on minimigiagsum of squared errors
of the network. Errors that occur at the outputhef network are propagated in the
opposite direction than the signals passing throtigh network, i.e., from the
output layer to the input [Rutkowska et al. 199i]the input layer of the network
five neurons are analysed, since it is assumed tthisitis exactly the number
of input variables affecting the output variabléeTmodelling of the social capital
value is a regression task, so only one neuronaracherised by the dependent
variable - is presented on the outplihe analysis covered the following input,
independent variables:market value - quantitative variable, calculated
by multiplying the number of shares and the priee ghare at the end of the
quarter;book value - quantitative variable, calculated as the diffieebetween the
sum of total assets and the total liabilitiéstal assets - quantitative variable
liabilities - quantitative variableemployment - a quantitative variable, defined
as the number of employees.

The output (dependent) variable represented theevaf social capital.
Necessary calculations of the social capital valeee made using the fundamental
equation, formulated by S. Walukiewicz in 2006. Maarameters of the model
had been investigated before the final structures waoposed. The author
compared many models with different numbers of @iddeurons, the activation
function, the learning algorithm ef€able 2 presents a summary of the parameters
of obtained three-layer perceptron. These parametbowed to accomplish the
best quality in the validation set.

Table 2. Parameters characterising the proposeadinstwork model

Neural Activation function | Activation function Error Learning
network (hidden neurons) (output neurons) algorithm
MLP 5-3-1 Tanh Linear SOS—sum  preg
of squares

Source: own study

The results of social capital value estimated usiimgfundamental equation
and using the constructed model, the MLP 5-3-1 agtwwere compared. For this
purpose, the functionpredictions for new data was used. The value of the
predicted social capital has been provided byrtieed neural network.

Table 3 presents the results of the predicted vafusocial capital (Y*) of
Red Hat for the first quarter of 2013.
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Table 3. The value of social capital in the firsager of 2013 (in millions of USD)

Social capital . .
Market | Book Employ.ment Total Liabilities | (Fundamental Social capital
value | value (inunits) | asssetg E . (MLP 5-3-1)
quation)
X1 X2 X3 X4 Xs Y Y*
9229 | 1499 5500 24 845 986 4 955 5121

Source: own study

The anticipated value of social capital (Y*) in thest quarter of 2013 was
predicted using the proposed three-layer percepfida 5-3-1. The value of social
capital (Y) was calculated using Fundamental Equatilrhe difference between
those values is only about 4%. Those values autaatthe proposed method
as a reliable tool for credible estimations of vh&ue of social capital.

SUMMARY

Artificial intelligence tools, including neural mebrks, are increasingly
being used not only in the areas of engineeringtdpa recognition, signal
processing, control, optimisation), but also inremoics and management. Neural
network models are often used in the forecastingcohomic phenomena, such as
in predicting trends in the stock market, saleedasting, pricing, identifying risks
of the granting of credit. Artificial neural netwkar are among the methods of data
analysis which are a very powerful application anel therefore increasingly used
as an alternative to traditional analytical methqasviding more reliable results
[Tadeusiewicz, 1993].

The human factor is the most precious resourcengfcampany from the
ICT sector, including Red Hat. Despite numeroushos for estimating the social
capital value, no widely accepted tools have yenhgroposed. At the same time,
no soft computing techniques for modelling the eabf social capital as well
as for analysing the independent (explanatory)atdes have been developed
either. This paper presents the draft of an artificial akumetwork for modelling
the value of social capital at Red Hat.

Further research will focus on the feasibility bé tapplication of a neural
network model as was built for the world's biggesinpanies in the information
technology industry: Microsoft, IBM, Oracle, NovelBAP. Moreover, it would
be interesting to develop a similar tool (usingt smimputing) to assess the value
of social capital of companies whose shares aréistetl on the stock exchanges.
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Abstract: In this paper there is discussed value migratioomfrthe

perspective of all economic sectors. It was intosdl the method for
measuring the sectorial value migration and therélyn for classification

with respect to three stages value migration modiake value migration
measurement was conducted employing multivariatepemative analyses
and in particular linear ordering to construct antbgtic variable of

development. On the basis of the proposed meathgeranking of value
migration development and classification of sectorshe particular phases
of value migration processes were delivered.

Keywords: value migration, synthetic variable, industry

INTRODUCTION

Value migration is defined as the shift in valueating forces [Phillips
2012, p.36]. The degree of realization of the camgs goals aimed at value
creation for the shareholders causes its migrdtemveen individual companies
and industries [Szczepankowski 2007, p. 36]. Heradee migration analysis can
be carried out in an aggregate way at the levildifidual industries.
The analysis of the value migration process capds®rmed using the three stages
of value migration model, proposed by A. Slywotzkyhis theoretical framework
[Slywotzky 1996, p. 46-59]. The essence of the rhigdthe assumption that every
company can be in one of the three stages of valgeation [Siudak 2001, p.
195], whose short description is provided in table
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Table 1. Description of the individual stages direamigration

Phases of value migration

Description

Inflow stage

Limited competition,
high increase in market share,
high profitability.

Stability stage

Competitive stability,
stable market share,
stable margins.

Competitive intensity,
declining sales,

Outflow stage low profits,
competences, resources, talent, and customers
leave at an accelerating rate.

Source: own based on [Slywotzky 1996, s. 50]

The purpose of the article is a classificationhaf industries based on the presented
three stages of value migration model and the vatigration analysis in the
relation company-industry. The study includes alimpanies quoted on the
Warsaw Stock Exchange in 2007, 270 companies a&h. ttdivision into separate
industries is based on the industry classificapiooposed by the Warsaw Stock
Exchange and documented in the official bulletitngTMain List of the Warsaw
Stock Exchange” [2007]. The number of companiesgasd to the individual
industries is provided in table 2.

Table 2. The number of companies assigned to theidual industries

Industry Number of companies
1| Building industry 22
2 | Developers 9
3 | Power industry 5
4 | Finance-other 19
5 | Financial industry 16
6 | Retail 17
7 | Wholesale 21
8 | Hotels and restaurants 5
9 | Computer science 25
10| Construction materials 12
11| Media 12
12 | Chemical industry 22
13| Wood and paper industry 7
14| Electromechanical industry 15
15| Light industry 10
16 | Metal industry 14
17| Food industry 18
18| Telecommunications 7
19| Services 14
Total: 270

Source: own work based on The Main List of the \&arStock Exchange [2007]
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METHOD OF THE INDUSTRY VALUE MIGRATION ANALYSIS

The measurement of the value migration can be pedd by adopting the
linear ordering method, constructing an appropr@atethetic variable based on
three independent variables acting as stimulanidggd 2013b]:

1. Share in the economy migration balance

SHAREIN THE MIGRATION BALANCE = —MVA_ (Z MVA # oj (1)

n
i=1

Z MVA

where: MVA — market value added bEompany i1, ...,n).
2. Share in the industry migration balance

SHARE IN THE INDUSTRY MIGRATION BALANCE:M {ZAMVA ¢O] (2)
ZAMVA idlg

where: MVA — market value added btompany included is industry, (Uls, i=1,

.., S).
3. ChangeMVA/K

MVA MVA
A(MVA/K):( < j —( < j (K+0) 3)
T T-1

where: K — book value of invested capital.

Market value addedMVA) is expressed with the following formula [Steward,
1991]

MVA=V -K (4)
where: V — gross market value.
Both categories — market value added and investpitiat — on which independent
variables are based, are additive. Hence the nerasuat of the value migration
can be carried out among companies as well as aggregate way at the level of
individual industries.
To measure value migration process at the indlistgl, market value added and
invested capital were aggregated separately fdr isacistry.
The construction of the synthetic variable requitest the following parameters
are determined: (1) a system for weighting varigb{8) a variable normalization
method, and (3) an aggregation function. The imfteeof the individual variables
on the investigated process was expressed witlerdiifiated weights, whose
values were as follows:

e share in the economy migration balance — 25%,
¢ share in the industry migration balance — 25%,
* changeMVA/K — 50%.
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The variable normalization was carried out with fhbowing equation [Siudak
2013b]:
X..

. = [] o 5
& m.aX{Xij} —m_in{xij} (miax{xii} miln{xij}io) %)

where: z; — normalized value gfvariable fori company,
xj — value ofj variable fori company.
The aggregation was carried out employing the patmethod which used
weighted coefficients and was based on Euclid'sdise
2

d = \/in (Zij - ZO]) (6)
=1

where: d — value of the synthetic variableiicompany,

w; — weighted coefficient gfvariable (=1, 2, ...,m),
zij — normalized value gfindependent variable incompany j=1, 2, ...,m; i=1, 2,
..., N),
between the analysed objects and an element wkicinianti-pattern (lower
development pole for the parameters above workeng atimulant) — determined
by the relation

Zy; = rniln{zij} (7)
The constructed synthetic variable was named thehefic index of value
migration GIOVM). lIts values fall within the rangé+1). The construction is
based on the concept of the taxonomic measurevelajment introduced for the
first time by [Hellwig 1968].
Linear ordering of industries in relation to then®etic variable is non-growing.
Lower values ofSIOVM,; correspond to a lower level of value migration. Reks
on the ways of creating synthetic variable candasd in the following studies:
Hellwig [1968], Gatnar, Walesiak [2004], Grabinskyydmus, Zeliga [1989],
Witkowska [2010], Jaworska, Kach [2012], tuniewska, Tarcagki [2006],
tuniewska [2008], Malina [2004], Miodak [2006], Naw [1990], Ostrowska
[2007], Panek [2009], Pociecha, Podolec, SokotowZkigc [1988], Walesiak
[1996], [2006], and Zel [2000]. The problem of the normalization of
independent variables is addressed in the workKwolkuta [2000], [2012], and
Pawetek [2008].
The grounds for synthetic variables (abbreviat®lOVM with regard to the
rationale for choosing: diagnostic variables, aapkystem of weights, methods of
normalization and aggregation can be found in Sisdavork (2013aHigh
estimates of the discriminatory property of the tegtic index of value
migration SIOVM using the measure analysi&)(were provided in
[Siudak, 2013a, p. 154-168]. The description of theasure (G) can be
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found in the following studie§Pociecha Podolec, Sokotowski, #aj1988],
[Nowak 1990].

Figure 1. Algorithm of the classification of theadyzed objects in relation to the three
stages of value migration

Decreasing linear ordering of industries basedyothetic index
of value migratiol (SIOVM=d;)

v

A/I_Ie{a’,-} (i=1,2,...n)
v
d, - Me{d,}
v

u= A{e{d;} = A{e‘d, —A{e{d,}‘

d, =

(i=1,2,...n)

y

No Stability stage

Yes No

Inflow stage / Outflow stage /
Me - median

Source: based on D. Siudak [2013a, s. 162]

As diagnostic variables contain outliers, there ncanbe applied standard
procedures for analysis of the considered set wsmgable methods of cluster
analysis. The application of median approach in ghesented algorithm of
classification makes the classification robust.
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RANKING AND CLASSIFICATION OF INDUSTRIES IN TERMS ©
THE DEVELOPMENT OF VALUE MIGRATION

Table 3 presents the ranking and division of thaly@ed industries in
terms of the development of value migration.
The number of industries belonging to the stabsityge is 9. In 7 industries value
migrated to 3 other industries — respectively im-goowing order ofSIOVM —
DEVELOPERS; POWER INDUSTRY; MEDIA.

Table 3. Ranking and division of industries intceth stages of value migration

Threshold valuel) Mediandi
0.2395 0.5658
Industry SIOVM=d| d; di >u | Migration stage

1| Developers 0,9434 0,377b Large

2 | Power industry 0,9241 0,358B3 LargerInflow stage
3| Media 0,8326 0,2668 Larger

4 | Financial industry 0,6988 0,133D Smaller

5 | Retail 0,6268 0,061 Smaller

6 | Chemical industry 0,6268 0,0609 Smaller

7 | Metal industry 0,6062 0,0404 Smaller

8| Wholesale 0,6040 0,0382 Smalletability stage
9| Food industry 0,5665 0,000y Smaller
10| Hotels and restaurants 0,5658 0,0000 Smaller
11| Electromechanical industry 0,5377 0,0281 Smaller
12| Building industry 0,5145 0,0513 Smaller
13| Telecommunications 0,3263 0,2395 Equal
14| Services 0,1892 0,376Y Large
15| Construction materials 0,1772 0,3886 Larger
16| Light industry 0,1626 0,4032 Larger| Outflow stage
17| Finance-other 0,0727 0,4931 Largef
18| Wood and paper industry 0,0693 0,4966 Larger
19| Computer science 0,0195 0,5463 Larger

source: own calculations

What follows is a verification of the hypothesig the equality of means of the
synthetic variabld SIOVM ) among the three classes of industrial value mignati

using one-way analysis of variance (one-way ANOVEBgfore performing the
analysis of variance, this method’s assumptiongoiadity of variances in groups is
tested. Lavene’s test for equality of variancesvigles the following resultF(2,
16)=1,516;p=0.249, which implies that the variances in theviatial groups are
equal at the level of significan@e=0.05. This conclusion is confirmed by the test
statistics: (1) Hartley’'ss-max=3.435, (2) Cochran’€=0.615 and (3) Bartlett's
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Chi-squares2.546;p=0.280 (the variances in the three sets are equiaédevel of
significancea=0.05).

The formal representation of the hypotheses foretiigality and inequality of the
values of the means for the synthetic variables ibHows:

Ho: p=p=ps

. PR Py LM F

Table 4 presents the statistics of Batest.

Table 4. Statistics of the-test

Specification Sum squar8§ | df | Mean squareMS) F p-value
Between groups 1,431 2 0,715

Within groups 0,094 16 0,006 121,38 0,000
Total 1,525 18

Source: own calculations

The F-test statistics i$(2; 16)=121.38 (a value which is much higher thae)o
and is statistically significant at the level ofsificancea=0.01. As a result we the
hypothesis Hhl is supported, which unambiguously points at a issically

significant difference in the values of the mearfstle synthetic variable

(SIOVM ) between at least two groups.

With multiple comparisons using post-hoc HSD tgstsposed by Turkey (for
differentN in groups) and Scheffe, we determine between wtlizbses there are
statistically significant differences in the valuekthe synthetic variable which
cause the support of the hypothesis Fable 5 presents approximaidevels for
Turkey’s and Scheffe’'s HSD tests.

Table 5. Approximate p-levels for post-hoc tests

Test Phases of value migration Inflow stage Stabilipgst | Outflow stage
HSD Infloyv_ stage 0,0006 0,0002
Turkey Stability stage 0,0006 0,0002

Outflow stage 0,0002 0,0002

Phases of value migration Inflow stage Stabilingst | Outflow stage
Scheffe Infloyv_ stage 0,0001 0,0000

Stability stage 0,0001 0,0000

Outflow stage 0,0000 0,0000

Source: own calculations

Both tests show statistically significant differesadn the values of means for all
comparisons between the individual groups of tlgeistrial value migration, at the
level of significancer=0.001.

The mean values of the synthetic variable in tséindtt stages of the industrial
value migration are as follows: (1) inflow stage9@O0; (2) stability stage: 0.5941
and (3) outflow stage: 0.1452. Obviously the latgberence between the mean
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values of the synthetic variable is in two extreah@sses (inflow stage-outflow
stage), which results from the non-growing lineatesing of industries in relation
to SIOVM
The proper taxonomic division should have a highediity of objects between
various groups and a low diversity within the indival classes [D. Witkowska,
2002, p. 90]. For the evaluation of the resultshef classification we use between
groups dissimilarity (high values denote a highrdegof dissimilarity of objects
between groups) and within group dissimilarity (lealues denote a low degree of
dissimilarity and simultaneously low diversity objects within the individual
classes), using respectively [Witkowska, 2002,1p.Nowak, 1990, p. 190]:
1. Average between groups distance

2, 2.d4(0.0)

1
Dyq =

Nqu ODA, O;0A,

(8)

where:Dyq — average between group distance,

A, — concentration dfobjectsO; (i=1, 2, ...,Np), ,

Ay — concentration gfobjectsO; (j=1, 2, ...,N0g), ,

N, — number of objects in growy,

Ng — number of objects in grow,

d(O;, O)) — distance betweearelement of group\, andj object of group,.
2. Average within group distance

1
D =j—) d(G,,0.
PP Np Nq -1 o%pq;%( i ])

where:Dyp — average within group distance,

A, — concentration oD, G; (i, j=1, 2, ...,Np),

Np — number of objects in grouy,

d(O,, O)) — distance between individual elements of grégip
Table 6 shows measures of the evaluation of thssifieation based on mean
between groups distance and average within graiprdie.

(9)

Table 6. Average between groups distance and axevilin group distance

Phases of value migratigrinflow stage| Stability stage| Outflow stage
Inflow stage 0,4964 0,7677 1,4198
Stability stage 0,7677 0,2986 1,0691
Outflow stage 1,4198 1,0691 0,1848

Source:

own calculations

We observe lower values of the average within grdistance as compared to the
values of average between groups distance. Olgeetmore similar to each other
within the individual groups (stages of value migm) and simultaneously more
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diversified between the stages in question. It esothat the division of the
industries in question into the three stages afevatigration is correct.

It should be emphasized that the diversity of indes between the extreme
groups, i.e. inflow and outflow of value is highttan in the two other pairs — (1)
inflow stage-stability stage and (2) stability stamutflow stage. It proves that the
division is valid.

SUMMARY

The current study has proven the validity of thieoduced division of the
analysed industries in terms of the three stagesloe migration using measures
to evaluate the classification and the test of dHferences in the values of the
means of the synthetic variable in the individualugps.

Importantly, it should also be emphasized thatehere more industries at the
outflow stage than those at the inflow stage. Threlistries captured the value
flowing out of seven others, which indicates a @mation of an industrial
allocation of capital.
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Abstract: In the process of calculation of the insurance jpuemin civil
liability motor insurance the knowledge of distrilon of the number and
value of paid claims is required. The paper prestrg methods of assessing
the degree of the fit of theoretical distributioofsthe number of claims to
empirical distributions in civil liability motor isurance in the example of
data from one of the insurance companies in Pola@hd.distributions of the
number of claims in separate age groups of drivene also analyzed and
their compatibility to the theoretical distributiarf the number of claims in
the portfolio was assessed.

Keywords. distribution of the number of claims, civil lidibly motor
insurance of vehicle owners, driver’s age

INTRODUCTION

Civil liability motor insurance of vehicle ownerseamost often concluded
insurance in our country. Polish motor insuranceketa in comparison to other

European countries, has one of the lowest frequehclaims (cf. Figure 1).
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Figure 1. Frequency of the damage in chosen Europaantries in 2007
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Source: Europejski Rynek Ubezpieiz€omunikacyjnych, PIU, Warszawa 2010

At the moment of establishing the insurance preminsarance company
does not know the future costs of compensation,tbean estimate them on the
basis of historical data. In civil liability motansurance ratemaking is a two-step
process [Antonio et al. 2012]. In the first stagmHeda piori - the base premium
based on known risk factors is determined. Thaherbase contribution discounts
and increases, mainly resulting from the mileageclaims are included in the
previous insurance period (bonus-malus systempésdch factors like e.g. age of
insured, the period of holding the driving licensethe age of the car. This stage is
calleda posteriori ratemaking, and its’ result is an assigned premium

Both tariffs, a priori, and a posteriori require from the actuary the
determination of distributions of theoretical randovariables describing the
number and value of paid claims. In the actuaitatdture, the tests which are
usually used to evaluate the relevance of the étieaf distribution to empirical
data, are: goodness-of-fit tegt and test statistics based @én— Kotmogorow
[Panjer et al. 1992, Domaki 1990]. However, in the case of the distributadrihe
number of claims in car automobile insurance thelver of classes is often not
larger than four, which means that the number gfeles of freedom of the chi -
squared test is too small. Moreover, most poligiethe insurance portfolios are
concentrated in the number zero class, which esultthe distortion of the
distribution. Portfolios are usually large, resudtiin the chi-squared test generally
rejecting the null hypothesis even though empiridalta match theoretical
distribution closely. In such cases, measures sisgethe degree of the fit of the
theoretical distribution to empirical data may berfd in statistical literature, such
as the standard deviation of the differences iatired frequencies, the index of
structures similarity, index of distribution simily, ratio of the maximum
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difference of relative frequencies, ratio of theximaum difference of cummulative
distribution functions [Kordos 1973].

The study analyzed the distribution of the numberclaims in civil
liability motor insurance portfolio of passengersaf individuals of one of the
insurance companies operating on the Polish marke2006. In the audited
insurance company base premium is determined basadio factors: region of
registration of the vehicle and engine capacitye @hthe factors of a posteriori
tariff is the age of the driver, the insured pessomder the age of 25 years are
charged by increase of the basic premium of 10020686. Insured from 25 to 28
years of age have increase in the amount of 3070% of the basic premium.
Height of the increase depends on many factord) siscwhether the insurance
contract is concluded with the company for thetfirme, or is a continuation of
previous insurance, if the insured has anotherclelmsured in this company and
whether he continues insurance without claims.

The aim of the study is to assess the legitimaaysefl in studied insurance
company premium increases by virtue of age ofikaried based on an analysis of
distributions of the number of claims in particulege groups of drivers. In the
paper 5000 attempt drawn from the portfolio of ¢l liability motor insurance
of one of insurance companies was disposed.

It should be highlighted that in Poland accessnidividual data is very
difficult and insurers are reluctant to provide rtheTherefore, in the study the
name of the insurance company was not given.

THE CHOICE OF THE DISTRIBUTION OF THE NUMBER OF CUMS
IN THE CIVIL LIABILITY MOTOR INSURANCE

The choice of the distribution of the number ofirdsiin civil motor liability
insurance depends on the relationship between dhwle expected value and
variance [Heilmann 1988]. Three distributions aomsidered: binomial, Poisson
and negative binomial, which belong to the clagls,@) [Klugman et al. 2004].

Definition: Letpx be the probability function of a discrete randcemiable. It
is a member of theafb,0) class of distributions, provided that theresexconstants
a andb such that:

——= a+9. Q)
Px-1 k

Lemma: The only members of the class of discrailutions on the non-
negative integers satisfying (1) are the Poissimprhbial, negative binomial and
geometric distributions.

Let the random variablX represent the number of claims from individual
policy or a policy portfolio. According to the papglanjer et al. 1992] the pre-
selection of the theoretical distribution of themher of claims can be based on the
calculated moments of the sample and the frequeoefficients.
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Let X4, X,,...,X,, be an i.i.d. random sample. In case of aggregdita,

where we know only the number of policies for thember of claims, simple
sample moments usually are:

M, =%ZkrNk, r=12... 2)

1=1

where N, is the numbek. , for whichX; =k, (k=0,1,2,.....),n :Z N, .

The first three central moments of the sample aXesM,; S*=M,-M/;
K =M;-3M,M, +2M3.

For class 4, b,0) and since we might expegh to be close, it follows that:
n

T(k)=(a+b)+ak, k= 012... 3)
When the function given by equation (3) is lineginose slope coefficient:
 is zero andX = S?; then to describe the distribution of the numbkclaims
the Poisson distribution is suggested;
e is negative and > 82; then the binomial distribution can be assumed;

e is positive and>7<82; then the negative binomial distribution should be

chosen.

When the function described by equation (3) gréasser than linearly, the

skewness of the distribution should be taken ictoant.
2 Y2

Let us denotaV =3S% - 2X + 2%. If the equation:K =W holds,
the negative binomial distribution should model theémber of claims well. If
inequality K <W holds, the generalized Poisson Pascal distributioits special
case the Poisson-inverse normal distribution can used to describe the
distribution of the number of claims [Tremblay 199 the inequality K >W
holds, the Neyman type A, Polya - Aeppli , Poissdtascal or negative binomial
distributions are suitable for modeling the disitibn of the number of claims.

STATISTICAL MEASURES OF FIT OF THE EMPIRICAL AND
THEORETICAL DISTRIBUTIONS

Deviation of the differencesin relative frequencies is a measure given by:

13 - \2
S = -n), (4)
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where: k - the number of classeg; - empirical frequencies j; - theoretical
frequencies. The measure is equal to zero in céskillocompliance of the
empirical and theoretical distribution. Practicewh that the valu& < 0005is an
evidence of high compliance of schedulespff05< S < 001 the compatibility of
tested distributions is satisfactory anfi = 001shows significant deviations

between the studied distributions.
The index of structures similarity is given by:

k
w, = > min(y;, 7). (5)
i=1
The index value is in the range [0,1]. The closervalue is to the unity, the more
similar the structures of the studied distributians.

Index of distribution similarity is determined by the equation:
1¢ N
Wp:1—52|yi—yi|. (6)
i=1

Distribution similarity index is equal to 100% fluly compatible distribution. The
distributions show high compatibility whew > 097. If W < 095distributions

show significant differences.
Ratio of the maximum difference of relative frequencies is given by the
formula:

Mmax = mia)4yi - }7|| : (7)

This ratio is equal to zero for distributions fullpmpatible. Ifr, ., < 002 it is

believed that the distributions are quite compatibl
Ratio of the maximum difference of cummulative distribution functions is
given by the equation:

Dmax = mia)* I:i - FAI‘ ! (8)

i
where: F :Zyj - value of the empircial cummulative distributionnttion,
i=1

i

F =Zf/i - value of the theoretical cummulative distributimmction. This ratio is
=1

equal to zero for fully consistent distributions.
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EMPIRICAL EXAMPLES

In this part of the study the distribution of thenmber of claims paid in civil
liability motor insurance portfolio and in separatge groups of drivers of analyzed
insurance company in 2006 was investigated.

Figure 2 shows the structure of according to the @igthe insured of the
civil liability motor insurance portfolio of the afyzed insurance company.

Figure 2. Portfolio structure by age of the insure@006
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Source: own calculations

On the basis of empirical data about the numbepadfl claims the numerical
characteristics of distributions in particular agg@ups of the insured and in the
portfolio were calculated (see Table 1).

Table 1. Numerical characteristics of the empiriistributions of the number of claims
in the age groups of the insured in civil liabilityotor insurance portfolio
insurance company in 2006

Numerical Age of insured [years]

characteristics| portfolio

of distributions 18-25 25-28 28-43 43-53 >53
X 0.0441 0.0743 0.047y 0.0425 0.0442 0.0411
g 0.0457 0.0783 0.0490 0.0443 0.04555 0.0426
a 0.0308 0.0383 0.0356 0.0386 0.01)89 0.0298
K 0.0492 0.0875 0.0514 0.0482 0.04185 0.0459
w 0.0490 0.0869 0.0518 0.0481 0.0481 0.0457

Source: own calculations
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In the next stage the compatibility of the empiridéstribution in the
portfolio and in the particular age groups of theured with selected theoretical
distributions was examined (results are shown ibld&). In the selection of
theoretical distributions the linearity of the faioo frequency and the relationships
between the parameters of distributions from thepda were taken into account..
The frequency functions for particular age groupthe insured are not linear (see
Figure 3), which suggests consideration of the skess of distributions. For each
of the considered distributions, in addition to #mge group of 25-28 years, the

following relations hold: a>0, X <S? and K >W (see Table 1). In further

analyzes the following theoretical distributionsreveconsidered: PoissorPdi),
negative-binomial NB), the Poisson-inverse normd@Gl) and Neyman A NA).
Generalized Poisson-Pascal distribution in thi® casild not be considered due to
the assumptions about the parameters of this llision not fulfiled by the
empirical distribution. The parameters of distribos for each age group and for
the portfolio estimated by the maximum likelihoodcethnod in the case of the
Poisson distributions, by the method of momentshia case of the negative
binomial distributions and by means of recursiverfolas for the Poisson-inverse
normal and Neyman A distributions.

Figure 3. The frequency functions in the age grafpasured

0,35 4

N

03

0,25 4

B e o

0

T(k)

T T
0 1 2
k

‘ —4—18-25 ——25-28 —&—28-43 43-53 —¥—>53

Source: own calculations
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Table 2. Measures of the degree of distributions' fitting
portfolio
measure distributipn
Poi NB PIG NA
S 0.00240807| 0.00170703 0.00175441 0.01632648
Wp 0.99597445 0.99716675 0.99658889 0.95944651
W 0.99998550 0.9999927)2 0.99999231 0.99933362
I'max 0.00001620 0.00000786 0.00000791 0.00132328
Dimax 0.00355339 0.00280417 0.00281276 0.04055349
age group:18-25
measure distributipn
Poi NB PIG NA
S 0.00164310 0.00026806 0.00098381 0.02734804
Wp 0.99692915 0.99945118 0.99790153 0.93510215
W 0.99999325 0.99999982 0.99999758 0.99813021
I'max 0.00000942 0.00000017 0.00000325 0.00372[750
Dmex 0.00170156 0.00026007 0.00200691 0.06474332
age group: 25-28
measure distributipn
Poi NB PIG NA
S 0.00076233 0.00011774 0.000595/18 0.01879855
Wp 0.99859679 0.99976459 0.99876536 0.95617589
W 0.99999855 0.99999997 0.99999911 0.99911654
I'max 0.00000192 0.00000003 0.00000137 0.00176378
Dmex 0.00070171 0.00011864 0.00103962 0.04382411
age group: 28-43
measure distributipn
Poi NB PIG NA
S 0.00086505 0.00002989 0.000444P1 0.016765694
Wp 0.99839956 0.99993788 0.99924540 0.96093832
W 0.99999813 1.00000000 0.99999951 0.99929726
I max 0.00000256 0.00000000 0.00000056 0.00140318
Dmax 0.00083739 0.00002819 0.00075343 0.03903725
age group: 43-53
measure distributipn
Poi NB PIG NA
S 0.00053232 0.00012409 0.00037277 0.01766546
Wp 0.99900607, 0.99975023 0.99916067 0.95915272
W 0.99999929 0.99999996 0.99999965 0.99921983
I max 0.00000099 0.00000004 0.00000045 0.00155876
Dmax 0.00054717 0.00012324 0.00078425 0.04078068




250 Anna Szymaska

Table 2. cont.

age group: >53
measure distributipn
Poi NB PIG NA
S 0.00068258 0.00006351 0.00038041 0.01638094
Wy 0.99873325 0.99987112 0.99928145 0.96200831
Wp 0.99999884 0.99999999 0.99999964 0.99932916
I max 0.00000160 0.00000001 0.00000042 0.00133998
Dmax 0.00067190 0.00006244 0.00069646 0.03795317

Source: own calculations

Analyzing the values of the measures of fit fronbl€a2 it follows that in
the portfolio, as well as in each considered agmugrof insured the theoretical
distribution, best fit to the empirical data on timember of claims is the negative
binomial distribution. The question is: how comp#giare the distributions of the
number of claims in each age groups of the inswigd the distribution of the
number of claims in the whole portfolio? In the nhatage of the analysis the
compatibility of empirical distributions in partilenr age groups of insured with the
determined for the portfolio negative binomial dimition with parameters
a =11227 [ =275032 was rated (see Table 3).

Table 3. Measures of the degree of fitting of tampatibility of empirical distributions of
the number of claims in the age groups with negatimomial distribution of the
portfolio

Age of insured [years]

measure 18-25 2508 28-43 43-53 >53

S 0.01667476)  0.0021692 0.00102821  0.00030703  0.005/

Wp 0.97252388  0.9964329 0.99834551  0.99940429 0.99Hl

7

6

Wo 0.99930488 0.99998824 0.999997136 0.99999976 0.2929

I max 0.00075481 0.00001229 0.00000265 0.00000029 0.0@®)
7

[eNeNcNoNe]

Dimax 0.02747384)  0.0035053 0.00162692  0.00029194  0.@028

Source: own calculations

Analyzing the results presented in Table 3, we fivat in the case of insured
above 25 years old the values of measurementstiofgfiof distributions show a
high compatibility of distributions of the numbef caims in these groups with
distribution of the number of claims in the porifolThe highest compatibility was
obtained in group of insured aged 43 to 53 yeard alpove 53 years. Fit of
distributions of is unsatisfactory in the groupiedured who are under the age of

a k
'negative binomial distributionp(x =k) = r((a ;II:)( ﬁﬁj ( 15J
Mok |1+ 1+
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25 years. Perhaps it is the result of a small numbgolicies in this age group
(50 policies). Analysis should be performed ondargample.

CONCLUSIONS

In assessing the consistency of distributions, astnecases, due to the nature
of the data on the number of claims in motor ligpihsurance, the chi-square and
A-Kolmogorowa test cannot be used. Measures proposdtie paper offer a
possibility to assess the goodnes-of-fit of empiriand theoretical distributions.
Distribution of the number of claims in all groupkinsured civil liability motor
insurance portfolio of the studied insurance corgpamegative binomial.

In the analyzed civil liability motor insurance potio clearly differed in
terms of the number of claims was a group of ufieyears old. Average nhumber
of compensations paid in 2006 of a single policyhis group was 0.0743, 0.0441
in the portfolio The average value of compensagai in 2006 in a group of the
drivers aged to 25 years was equal to about 8 #maliglotys, in the portfolio of
approximately 5.5 thousand zlotys. Despite the ttaat the insured up to the age of
25 constituted only 1% of the portfolio, the insura premium for this group of the
insured should be estimated separately. Distripubibthe number of claims in a
group of drivers from 25 to 28 years old does raificm the need to use such
large increases of premiums to them. Treating geed the insured as variable in
a priori tariffication, could reduce the base premiums Far insured who are over
the age of 25 years, while increasing the competittss of the insurer in the
market.

REFERENCES

Antonio K., Valdez E. (2012) Statistical concept@agriopri and a posteriori classification
in insurance, AStA Adv Stat Anal 96, str. 187-224.

Domanski Cz. (1990) Testy statystyczne, PWE, Warszawa.

Heilmann W.R. (1988) Fundamentals of Risk Theorgrl&g Versiecherungswirtschaft,
Karlsruhe.

Klugman S. A., Panjer H.H., Willmot G.E. (2004) Isododels. From Data to Decisions, J.
Wiley &Sons, New York.

Kordos J. (1973) Metody analizy i prognozowaniaktadéw ptac i dochodéw ludioi,
PWE, Warszawa.

Panjer H.H., Willmot G.E. (1992) Insurance risk ratsl Society of Actuaries,
Schaumburg.

Tremblay L. (1992) Using the Poisson Inverse Gaumssi Bonus-Malus SystemASTIN
Bulletin 22(1), str. 97-106.



QUANTITATIVE METHODSIN ECONOMICS
Vol. XV, No. 2, 2014, pp. 252 — 260

THE APPLICATION OF DISCRIMINANT ANALYSIS
IN FORECASTING OF INVESTORS' REACTION
TO MACROECONOMIC NEWS ANNOUNCEMENTS

Tomasz WojtowicZ
Department of Applications of Mathematics in Ecomzsn
AGH University of Science and Technology in Cracow
e-mail: twojtow@agh.edu.pl

Abstract: Macroeconomic hews announcements, particularlgeaing the
U.S. economy, have a significant impact on stockketa. Recent studies
show that stock prices react significantly as sasmmacroeconomic news is
announced. However, the strength of the reactichitarduration depends on
the market and on the news announced. In this paper study the
applicability of discriminant analysis in the pretifon of direction of changes
of the main indices of stock exchanges in Warsaw \dienna after release
of the Employment Report by the U.S. Bureau of lrfbtatistics.

Keywords: macroeconomic news announcements, intraday data,
discriminant analysis, nonfarm payrolls

INTRODUCTION

Every day, stock markets are deluged by a variétyews. Among them,
announcements of macroeconomic news describingtéte of economies seem to
be most important because they impact whole stoekkets. European stock
markets are mainly influenced by news announcenfemns European economies
and from the U.S. economy. However, only U.S. mecooomic news
announcements are released during trading holEsroipean stock markets. News
from European economies are mainly released bejoeaing of stock markets or
after their closure. This fact and the place of th&. in the global economic

! Financial support for this paper from the NatioBalence Centre of Poland (Research
Grant DEC-2012/05/B/HS4/00810) is gratefully ackienged.
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system is the main reason of the importance of Wn&croeconomic news
announcements for investors on European stock msarkeis also a source of
strong and immediate impact of U.S. macroecononaita dbn stock prices on
European stock markets.

The impact of U.S. macroeconomic news announcentenEuropean stock
markets was first studied (and confirmed) on dgwetb European markets.
Nikkinen and Sahlstrom [Nikkinen and Sahlstrom 20&%4udy the impact
of monthly announcements of CPI, PPl and UnemployrRate on German and
Finnish stock markets. On the basis of daily detenfJanuary 1996 to December
1999 they show that both markets react only on @ncements of U.S. data while
they remain unaffected by domestic macroeconomigsnannouncements. The
strongest reaction on the both markets is obsemexh UR or PPl is announced.

Nikkinen et al. [Nikkinen et al. 2006] extend thbose results and show
differences in reaction to U.S. macroeconomic datmouncements between
emerging and developed markets in various partth@fworld. Among others,
Nikkinen et al. conclude that European developedkeata strongly react to news
about the American economy, particularly to anneaments about inflation and
employment situation. On the other hand, the reactbf European emerging
markets, including Poland is insignificant.

Quite different result is presented by Gurgul ef@urgul et al. 2012] who
examine the effect of U.S. macroeconomic data amcements solely on the
Warsaw Stock Exchange. They show that informatibaut CPI1 and Industrial
Production significantly affects daily returns betWIG20 (the main index of the
WSE), but there is no visible reaction to UnempleyptnRate announcements. The
insignificant impact of UR announcements on the VikSgrobably due to different
interpretation of unemployment rate during expamsind contraction periods (see
for example [Andersen et al. 2007]).

The abovementioned paper deal with daily data, dvew application
of intraday data allows to more detailed descriptif stock market reaction to
U.S. macroeconomic data announcements. For exadpdersen et al. [Andersen
et al. 2007] show significant impact of unexpeatesvs on high-frequency stock,
bond and exchange rate data in U.S., Germany and Sifificant reaction
of intraday returns on European stock markets $® abnfirmed by Harju and
Hussain [Harju and Hussain 2011] who examine fiveute returns of the CAC40,
DAX, SMI and FTSE 100. One of the conclusion of jdand Hussain is that the
impact of U.S. macroeconomic data is immediateni8@ant changes in returns
are observed in the first five minutes after newsoaincements. The strongest
impact is implied by Unemployment Rate and DuralBoods Orders
announcements. Similar results for five-minute megware presented bye@owska-
Sojka [Bedowska-Sojka 2009] who examines reaction of the @&AMAX and
WIG20. Also Gurgul et al. [Gurgul et al. 2013] shatrong and immediate
reaction of the WIG20 in the first five minuteseaftU.S. macroeconomic data
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announcements. However, they indicate that thegést reaction is observed after
Nonfarm Payrolls announcements.

Analysis of more frequent data, i.e. 1-minute nesuof the DAX index,
allows Dimpfl [Dimpfl 2011] to prove that investoa the FSE react to U.S. data
in the first minute after a news release and thaifstant reaction is observed in
the first 10 minutes. Similar conclusion for thditostock market is presented by
Gurgul and Wajtowicz [Gurgul and Wojtowicz 2014].

All the abovementioned papers prove significant doip of U.S.
macroeconomic news announcements on Europeanrstrdlets. In fact, investors
react as soon as news is released. This significgattion is observed after
announcements of variety of macroeconomic indisatdescribing the U.S.
economy. However, Andersen et al. [Andersen et2807] underlines the
importance of Nonfarm Payrolls announcements. Thialso confirmed by the
results for the Warsaw Stock Exchange [Suliga amjtdWicz 2013, Gurgul et al.
2013, Gurgul and Wojtowicz 2014].

It is natural to ask if stock prices reaction toSUmacroeconomic data
announcements (its direction or strength) can leglipted and what variables
should be applied to ensure correctness of suctigiien. In this paper we
examine whether investors' reaction on the WarsssgkSExchange and on the
Vienna Stock Exchange can be forecasted on the basinnounced news about
the U.S. labor market. More precisely, we applygwisinant analysis to predict the
direction of changes in stock market indices implley announcements of the
Employment Report. This study will show whethertspeediction is feasible and
what is its effectiveness. The analysis of botltlstmarkets, the WSE and the
VSE, also allows us to compare results for emergmagket and small developed
market.

The structure of this paper is as follows. Nexttisacdescribes the data
under study. Empirical results are presented asdudsed in the third section.
Short summary concludes the paper.

DATA

Nonfarm Payrolls (NFP) is one of the macroecondmiicators included in
the Employment Report published monthly by the BB&eau of Labor Statistics.
The other important indicators in the report aremelployment Rate (UR),
Average Hourly Earnings (AHE) and Average WorkwéalV). The Employment
Report is usually released on first Friday of thenth at 8:30 EST (Eastern
Standard Time) i.e. at 14:30 CET (Central Europ@&ane). However, due to
differences in introduction of the Daylight Saviiigne in the U.S. and Europe
some of the announcements (in November) are relestsk3:30 CET.

The Report describes the U.S. labor market in tloatim prior to release
date. Thus, its importance comes from the fact ithatreleased at the beginning
ofthe month and its publication precedes other rosmmnomic data
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announcements. It is usually first official pubtica in the month that describe
such important aspect of economic situation in UT8us, values of other
macroeconomic indices (e.g. about inflation of pmitbn) can be partially
forecasted on the basis of information containetiénEmployment Report.

The Employment Report contains four main macroegvaoindicators.
Each of them describes different aspect of the @r market and its changes
can be differently interpreted by investors depegdn the situation of the U.S.
and global economy. However, as indicated by [@uégd Wéjtowicz 2013] on
the example of the Warsaw Stock Exchange, invésteegtion is in line with
unexpected news about NFP. The other indicatothenReport (AW, AHE and
UR) play less important role in determining stockc@s changes.

Unexpected news is the difference between annowadeée of an indicator
and its expected value approximated by consensesdst published by news
agencies few days before the announcement. Releatsel of NFP greater than
consensus is good news and in general it implisgipe reaction of investors and
increase in stock prices. On the other hand, NF&lenthan expected is bad news
and is followed by negative returns.

The analysis in this paper is based on the EmploymBeport
announcements released between January 2009 amsnberc 2013. The whole
sample contains 56 announcements released ongrddys on the WSE and 57
announcements released on trading days on the W®Ealso consider consensus
published by Bloomberg a few days before an anremeat. Bloomberg
publications contain consensus value of each itmlic@gether with consensus
range (minimum and maximum). In the whole datasettie WSE good news was
released 27 times and bad news was also releasetim2g. In two cases
announced value of NFP was identical with conseriaube case of the VSE there
are 28 good and 27 bad news announcements.

In order to study the predictability of investorseaction to NFP
announcements on the WSE and the VSE we applyditrdata. The ATX, the
main index of the VSE, is quoted every second theitWIG20 is quoted every 15
seconds. Hence, to make results for both marketpammble, the analysis in the
paper is based on 15-sec log-returns of the ATX\&i@20. This also allows us to
take into account the fact that stock markets reautnediately to U.S.
macroeconomic news announcements.

The Employment Report is usually announced at 1€B0J and thus the
first return when new information can be obsengeddmputed at 14:30:15 on the
basis of index prices at 14:30:00 and 14:30:15sAartly characterize the impact
of unexpected news about NFP on the WIG20 Figurprdsents means of
cumulative returns of the WIG20. To simplify thesddption we restrict our
attention only to news announced at 14:30. CunwdateturnsR, are calculated
every 15 seconds between 14:30 to 16:00 accorditigetformula:

R; = 100(InP; — InPy),



256 Tomasz Wojtowicz

whereP, is the value of the WIG20 at 14:30 aRdis the value of the WIG20 at
time t. These cumulative returns describe the behavitieoiVIG20 relative to the
moment of news release. Means presented in Figuegelcomputed in two
clusters: "good news" when announced the value BP Nvas greater than
consensus and "bad news" when the value of NFBmaber than expected.

Figure 1. Means of cumulative returns of the W0G@plied by good and bad news
about NFP in the period January 2009 - DecembeB.201
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good news

Figure 1 confirms the immediate reaction of the &0Gto NFP
announcements. The change in means of cumulativeseis observed as soon as
news is released. Means of cumulative returns edply good news quickly
increases to reach 0.18% at 14:32. Then the imphgood news seems to
disappear. After about 40 minutes cumulative retwtabilize. Similarly, very fast
and strong reaction of the WIG20 is also obsenfnt bad news announcements.

EMPIRICAL RESULTS

In order to describe more precisely the reactiothef WIG20 and ATX to
NFP announcements and to make it more readableestect our attention to
cumulative returns computed in the following hongoafter news release: 15
seconds, 30 seconds, 1 minute, 5 minutes, 10 nsin@@ minutes. When an
announcement is released at 14:30 these cumulegivens are computed at:
14:30:15, 14:30:30, 14:31, 14:35, 14:40 and at @4Additionally, we consider
cumulative returns from the moment of news reletséhe end of a trading
session. Reaction to news announcement is posithen cumulative return at
given time horizon is greater than zero. Otherwtise reaction is seen as negative.
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There is no need to consider separate class ofaheatction, because only one
cumulative return under study is equal to 0.

NFP is the most informative indicator included e tEmployment Report.
Hence, forecast investors' reaction after the Repslease only on the basis
of value and consensus of NFP. Each announcemdat@ibed by four variables.
First of them is the actual value of NFP published the Bureau of Labor
Statistics. The other three are values publisheBlogmberg before news release:
consensus value, consensus minimum and consensuswma The difference
between the last two values describes the accurfattye estimation of NFP made
by market experts. It is also a measure of a disgrey between investors'
expectations about the future value of NFP.

In order to evaluate predictability of investorgaction we apply
discriminant analysis to construct appropriate sifastion functions and then
validate them. We describe the analysis procedudetail in the case of the WSE.
For each time horizon under study the procedurasifollows. From the whole
sample of 56 4-dimensional vectors containing diesdr above data associated
with the announcements we randomly generate theasytile of length 46. This is
a training set. In the case of the VSE, the trginget contains 47 elements.
Remaining 10 data will be applied later. On thentrey set we perform linear
discriminant analysis and construct linear clasatfon functions. Independent
variables are: value of NFP, consensus, consensognum and consensus
maximum. The grouping factor is a reaction of inges (positive or negative)
described by the sign of cumulative returns congbote given time horizon. Then,
on the basis of 10 remaining data that were notl useestimate classification
functions we compute classification matrix. It cins numbers of correctly and
incorrectly classified data from testing set andeiscribes the predictive validity of
the classification functions. Because we have Vienited dataset we repeat the
whole above procedure 200 times. It means thagdich time horizon we perform
200 discriminant analyzes and verify them on thgibaf 2000 randomly chosen
data. This allows us to compute posterior probigdsliof correct classification to
each group. They describe what is the probabitig announcement classified as
implicating positive (negative) investors' reactiaally implies positive (negative)
cumulative returns at given time horizon.

Table 1 presents the results of discriminant amalysrformed accordingly
to described above procedure. For each market indeer study and each time
horizon we report two probabilities that forecasthegative (positive) investors'
reaction is correct. As a comparison we report @erentage of correct naive
forecast that good (bad) news implies positive @tieg) cumulative returns.
Comparison of corresponding probabilities indicatest in the case of the WSE
the applications of discriminant analysis to fostdhe WIG20 changes impied by
release of the Employment Report gives, in genenake adequate results than
naive forecasts based only on the comparison obwamred NFP value with its
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consensus. In the case of the ATX, similar resudtisl true only when negative
changes are forecasted.

Application of discriminant analysis is the mostie@ént when changes in
the WIG20 in the first 15 seconds after news relesae forecasted. The estimated
posterior probability of a correct forecast is dqwa0.92 and 0.898 for negative
and positive investors' reaction, respectively. phabability of correct prediction
decreases when its horizon increases. In genesaligtion about closing prices is
more certain when the naive method is applied. Heweprediction of changes in
market indices under study even in a 20-minuteoplegifter news announcements
is correct in about 75% of cases.

Table 1. Posterior probabilities of correct clasation when cumulative returns are
calculated on the basis of index prices at the tifremnouncement.

discriminant analysis naive prediction
time WIG20 ATX WIG20 ATX
horizon negative positive | negative positive | negative positive | negative positive

reaction reaction | reaction reaction | reaction reaction | reaction reaction
15 sec 0.920 0.898 0.813 0.759 0.815 0.741 0.7047500.
30 sec 0.875 0.845 0.868 0.825 0.778 0.7[78 0.7418210.
1 min. 0.837 0.787 0.892 0.777 0.741 0.815 0.778 82D.
3
B
p
v

5 min. 0.847 0.785 0.722  0.743 0.667 0.704  0.630 75@.
10 min. 0.813 0.827 0.709 0.70 0.593 0.815 0.667.75@
20 min. 0.747 0.690 0.754 0.74 0.667 0.667 0.667.75@
close 0.642 0.598 0.606 0.61 0.704 0593 0.741 790.6

Practical applications of the results from Tablmdy be questioned because
prediction is made at exactly the same moment &s dhta are published and all
the information may not yet be available. To resdlvese doubts we also perform
classification 15 seconds after news announceméntghis case cumulative
returns are computed relative to index prices é@45 (at 13:30:15 when news is
released at 13:30). Results of this analysis agegmted in Table 2 together with
naive classification. When analyzing the postepimbabilities in Table 2 we must
take into account that stock markets reacts imnelgiao U.S. macroeconomic
data announcements. It is very well visible in FFeggd. The average of WIG20
returns in the first 15 seconds after good newsancements is about 0.11%. In
the same period after bad news announcements tB2WHecreases about 0.08%.
These are the large portions of the total changgdied by the announcements
under study. Hence, after 15 seconds from an ameooent changes in stock
market indices are much slower and cumulative nststabilize.

In general, the probabilities of correct predicidn Table 2 are smaller than
the corresponding probabilities in Table 1. Howeteere is still over 70% chance
that the forecast of the WIG20 behavior made immi@dte horizon will come true.
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It is particularly important when we take into agnb that significant impact of
U.S. macroeconomic news announcements is obsentgdrofew minutes after
news release. Similarly to results in Table 1, gqoelity of predictions decreases
when time horizon increases. However, in the cdsbeoWIG20, application of
discriminant analysis in short horizon gives betsults than naive prediction.
When the behavior of the ATX is predicted, discriemt analysis outperforms
naive method only when negative reaction is forechdNVhen positive changes of
the ATX are predicted it is still better to simptpmpare NFP value with its
consensus.

It is worth noting here that the posterior probiéibs of correct classification
presented in Tables 1 and 2 for the WIG20 and tAe&X Aare quite close.
Predictions of cumulative returns computed on theid of index prices at the
moment of the announcements are more certain icghe of the WIG20. On the
other hand, better results for the ATX are obsenwben the analysis starts 15
seconds later. This difference is mainly due towvsloand weaker reaction of
investors on the Vienna Stock Exchange.

Table 2. Posterior probabilities of correct classiion when cumulative returns are
calculated on the basis of index prices 15 secaftds news release.

discriminant analysis naive prediction

time WIG20 ATX WIG20 ATX
horizon negative positive | negative positive | negative positive | negative positive
reaction reaction| reaction reaction | reaction reaction | reaction reaction

1 min. 0.758 0.708| 0.795 0.789 0.667 0.7p4 0.667 78®.
5 min. 0.645 0.677| 0673 0.710 0.593 0.556  0.593 78®.
10 min. 0.699 0.744| 0.677 0.722 0593 0.741  0.593.75@
20 min. 0.643 0582 0.700 0.65Fy 0.630 0.593 0.667.67D
close 0.514 0473] 0591 0581 0.630 0.5p3 0.704 790.6

In order to verify that NFP is the best explanatargriable among
macroeconomic indicators published in the Employimieaport we repeat the
above analysis also for consensus and announcedsvaf AW, AHE and UR.
None of them, however, give better results than NP majority, posterior
probabilities of correct forecast are even smahlan naive prediction.

CONCLUSIONS

This paper analyses applicability of discriminamialgsis to predict the
behavior of investors after announcements of thel&yment Report. The Report
is one of the earliest publications of the montét thescribe the U.S. economy.
Hence investors around the world pay special attentn it. As indicated by
empirical studies announcements of the Report asghnmediate and very strong
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reaction of stock markets. This reaction is mainlyline with unexpected news
about Nonfarm Payrolls contained in the Report.

On the basis of data from January 2009 to Decer@b&8 we show that
reaction of investors on the Warsaw Stock Exchaageé on the Vienna Stock
Exchange can be successfully predicted on the ldisi®nsensus published by
news agencies and on the basis of released valtmfarm Payrolls. The best
results are obtained when prediction is perfornrmethe moment of news release.
Significant reaction to U.S. macroeconomic newsoangements is observed in
first few minutes after news release. Hence, wdysthe performance of forecast
on very short horizon. From the analysis preseiridtie paper it follows that the
probability of a correct forecast of investors' &gbr up to 20 minutes after the
Employment Report announcements is greater thaarOeach of the market under
study.
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Abstract: Functioning of the company in the conditions loé free market
competition depends on its flexible reactions targfes and the response
speed to perturbations in the unstable economyti&ntwhich are not able
to keep up with the current changes, enter the ghthisis in the company,
which last stage may be the bankruptcy. The papesepts an attempt to use
and evaluate five Polish models of the multivaridigscriminant analysis in
forecasting the threat of bankruptcy. The analygés conducted for the
years 2008 — 2013. For the study there were seld€teonstruction and real
estate development companies, listed on the mairkahaf the Warsaw
Stock Exchange, which profit and loss account iglenan the calculation
model and for which in the years 2012-2014 thereewmitiated the
bankruptcy proceedings.

Keywords: Polish real estate market, construction compéngncial ratios,
discriminant analysis

INTRODUCTION

The variability of the economic environment and timerease of the
competition on the market makes the assessmehe@&donomic condition the key
element of the management process in the companwaddition, the reliable
information about the companies “building” the Bbliresidential market is
of fundamental importance for the security of relad between the participants
of the real estate market and the mutual trustl asgarticipants.
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However, maintaining a stable financial situatidnconstruction and real estate
development companies may sometimes be more difflce to the nature of their
activities, which feature a long process of thestarction investment.

Recent data indicate that in 2013 213 construatmnpanies went bankrupt. This
means the decrease of 2,3% compared to the preyaars However, this is still
almost four times more bankruptcies than in 2008.Table 1)

The collapse of the construction market from 20l1@ved to 2013. Many
companies, which did not manage to obtain the gafft number of orders and get
financing for their implementation ceased theiiati¢s. A lot of companies of the
sector are still facing the liquidity problems. Thdditional problem is still the
small amount of new investments, what inhibitsgh@mvth of companies, enhances
the competitive struggle and pressure on margiRpels predict that 2014 may
bring some recovery in the industry, but so farthe ongoing year, construction
companies are still responsible for every fourthkoaptcy in the Polish economy.

Table 1. Figures concerning the bankruptcy in goetibn

Construction Share in the total Companies serving
Year . .
companies | number of bankruptcies the real estate market

2013 213 24,1 % 16
2012 218 24,9 % 37
2011 143 19,8 % 28
2010 98 15,0 % 12
2009 82 119% 14
2008 59 14,3 % 6

Source:Coface report on bankruptcies of companies in Rbiar2013

Bankruptcy of companies may be considered bothh& économic and legal

aspect.

From the economic point of view, bankruptcy of tmempany means that it is not
able to independently continue the activity withoutside help. The company may
be in a critical condition but still this is notvesled in financial data.

In legal terms, bankruptcy is determined in coutt.is a procedure
introduced in order to satisfy claims, in case mdolvency of the debtor and
addressed to his whole property. Bankruptcy prdogsdare conducted under
systemic or liquidation bankruptcy. Systemic bapkcy is to restructure the
company and to conclude an arrangement with cmsdiithe consequence of the
liquidation bankruptcy is the sale of the assetshef bankrupt company and the
satisfaction of creditors from thus obtained assets

PURPOSE AND DESCRIPTION OF THE STUDY

The purpose of the article is the attempt to us# ewaluate some Polish
models based on the discriminant analysis in thlel of forecasting the threat of
bankruptcy of 10 selected construction and reatestievelopment companies,
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listed on the main market of the Warsaw Stock Ergka which profit and loss
account is made by the calculation model. The aimlyas conducted for the years
of 2008 — 2013.

For the study there were selected companies: ABMISG.A., ALTERCO
S.A., BUDOPOL-WROCLAW S.A., DSS S.A., ENERGOMONZAOLUDNIE
S.A., GANT S.A,, PBG S.A., HYDROBUDOWA POLSKA S.ANTAKUS S.A,,
POLIMEX MOSTOSTAL S.A. and PBG S.A. towards whiah the years 2012-
2014 there were initiated the bankruptcy proceedi(af. Table 2)

Table 2. Information concerning the bankruptcy pemings in the studied companies

Company Bankruptcy proceeding
from 6.09.2012 — systematic bankruptcy
ABM SOLID from, 13.09.2012 — liquidation bankruptcy
from 3.04.2013 — systematic bankruptcy again
from 27.11.2012 — systematic bankruptcy
ALTERCO from 22.02.2013 — cancellation of bankruptcy proegs
May 2014 — submission of the creditor’s petitionlfquidation bankruptcy
from 6.09.2012 — systematic bankruptcy
BUDOPOL-WROCLAW from 30.07.2014 — liquidation bankruptcy
DSS from 17.04.2012 — liquidation bankruptcy
from 29.06.2012 — systematic bankruptcy
ENERGOMONTAZ- from 26.01.2013 — systematic bankruptcy
POLUDNIE from 28.08.2013 — liquidation bankruptcy
GANT from 2.01.2014 — s_ysFemgtic bankruptcy
from 7.07.2014 — liquidation bankruptcy
HYDROBUDOWA from 22.06.2012 — systematic bankruptcy
POLSKA from 1.10.2013 — liquidation bankruptcy
INTAKUS from 8.05.2012 — systematic bankruptcy
POLIMEXMS from 10.2012 creditors submit petitioms fiquidation bankruptcy
PBG from 13.06.2012 — systematic bankruptcy

Source: Stock Exchange reports

The study used five discriminant models with theagest ability to predict
bankruptcy. The presented methods have been de¢efopthe Polish market and
selected based on the ranking of Z-score modetgextdy P. Antonowicz.

The first place in the ranking was taken by the ehadf Z; ne pan, Which
best predicts the bankruptcy with the average psignefficiency of 94,82% and
the error of 5,18%. The second place was occuppetido model of Zine pan With
a slightly lower average of the prognosis efficierof 94,20% and the error of
5,80%. Both models were created in the Instituteeodnomics PAN under the
direction of E. Myczynska.

Financial indicators used for the construction athidfunctions have the form of:
X1 = operational result/value of assets,

X2 = value of equity/value of assets,

X3 = (net result + depreciation)/total liabilities,

X4 = current assets/short-term liabilities,

X5 = sales revenue/value of assets.
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The discriminant function of thezZne pan Mmodel used the group of first four
variables and it is presented by the equation:
Z; nepan = -1498 + 9498[X; + 3566 X, + 2903[X5 +0,452 X, (@)

The form of the Zine pan model used all five indicators:
Zo NEPaN = -2478 + 94781X, + 3613[X, + 3,246 X5 +0455[X, + @
+0,802 X5

Entities with values for both discriminant functeoabove zero (Zand s ine pan;>0)
are determined as those not at risk of bankruptdyile companies for which the
results take the values not greater than zepani4 ine panj< 0), are the companies
at risk of bankruptcy in the perspective of 1 yé¢israczynska 2006]

The Poznan model developed by three authors: M.rbla. Czajka and
M. Piechocki took the third place in the rankingRofAntonowicz, with an average
prognosis efficiency of 93,78% and the error of262 The model used four
financial indicators:
X1 = net financial result/total assets,
X2 = (current assets — inventories)/short-term lited,

X3 = fixed capital/ total assets,
X4 = sales financial result/sales incomes.

When interpreting the discriminant function:
Zycp=-2368 + 3562[X; + 1588[X, + 4288[X,; +6,7/19X, (3)

we should be based on the following principlesce< 0 is a company at risk of
bankruptcy in the perspective of 1 year, and whes 2 0 the company is not at
risk of bankruptcy.

The fourth and fifth places in the ranking of P.témowicz were occupied
by two models of B. Prusaki#: and Zp». The first model predicts the bankruptcy
for a year ahead, with an average prognosis efitgieof 92,52% and its error of
7,48%. The second function allows you to extragolaankruptcy two years in
advance, with an average prognosis efficiency ¢82% with the error of 8,19%.
Zgp1 model uses four financial indicators:

X1 = results from the operational activity/averagkigaf the balance sum,

X2 = operating expenses (without other operating es@g)/short-term liabilities (without special
funds and financial liabilities),

X3 = current assets/short-term liabilities,

Xa = result from the operating activity/net incomes sales,

and is expressed by the formula:

Zgpy = -15685 + 6,52450X; + 0,14800X, + 04061[X5 +21754 X, (4)
Making the correct interpretation of results of foaction Zp1 is possible based
on the certain boundary values:

Zgp1> 0,65 company unthreatened by bankruptcy,

Zgp1 < (-0,13) company threatened by bankruptcy inphiespective of 1 year,
Zgp111<-0,13;0,65> area of uncertainty, so-called “grege,

Cut-off point = (-0,13)
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The Zsp, function used three financial indicators:

X1 = (net results + depreciation)/total liabilities,
X2 = operating expenses/short-term liabilities,
X3 = sales profit/balance sum.

Linear discriminatory model estimated on their bagiopted the following form:
Zgp, = -18713 + 14383[X; + 01878[X, + 50229 X, (5)
Function interpretations are performed based oifdif@ving criteria:
Zgp2 > 0,2 company not threatened by bankruptcy
Zep2 < (-0,7) company threatened by bankruptcy in thispective of 2 years
Zepy 11<-0,7;0,2> area of uncertainty, that is the “graged
Cut-off point = (-0,295). [Antonowicz 2007 p. 61162

Based on data from the financial statements ofstbdied companies there
were determined values of discriminant functions tlee years of 2008-2013.
Then, in accordance with the rules of interpretimg values of individual models,
there was performed the assessment of the thréenbdfuptcy.

RESEARCH RESULTS

In tables numbered from 3 to 12 there are presemésdlts of the
discriminant analysis for all studied companieserBhwere adopted the following
labelling according to the appropriate criteriaedetined for particular studied
models:

- a company not threatened by bankruptcy

- a company in a situation of uncertainty (gregaar

- a company at risk of bankruptcy

The results of the discriminant analysis for theM\BOLID S.A. company
were presented in table 3. After a period of moegains in the years of 2008-
2010, in 2011 the company started to generate dos6®LN 47 million, and in
2012 of PLN 185 million. Since 2012 against the pany there has been
conducted the bankruptcy proceeding.

Table 3. Results of early warning models for theMABOLID company

MODEL 2013 2012 2011 2010 2009 2008

Z7 INE PAN -5,2624 | -12,3315 | -2,1561 0,4269 1,0091 1,4180

Z6 INE PAN -5,6893 | -12,7279 | -1,9318 0,5043 1,2724 1,6780
ZHcp -5,8043 -8,3755 -1,0285 1,4160 1,6308 2,9453
Zgp1 -1,3648 -6,2366 -1,4542 -0,1400 -0,0211 0,4608
Zgp2 -1,6151 -2,6230 -1,6218 -0,7921 -0,4845 -0,3315

Source : own calculations

Zgp1 and Zp; models already since 2010 have shown the riskanktuptcy
of the company, and since 2008 the uncertainty rdégg the bankruptcy
prognosis. Other functions alarmed the bankrupioges2011. In the years of
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2008-2010 both PAN models and the Poznan modetateti the lack of risk of
bankruptcy in the perspective of one year.

Table 4 presented the results of the discriminaatyais for the ALTERCO
S.A. company. This company since 2011 has had userwoblems with the
financial liquidity, as evidenced by the petitiofer bankruptcy submitted by
creditors in the years of 2011 and 2012. The paiadbsituation in case of this
company is the fact of redemption for bankruptcyébruary 2013 due to the lack
of resources in the company to conduct the bankyymtoceedings.

Only the Zp, function already since 2008 has signalled trouldfghis
company. Rother models detected the threat of babtdy in 2012, with a single
warning alarm in 2009 of thegg; function.

Table 4. Results of early warning models for theTRRCO company

MODEL 2013 2012 2011 2010 2009 2008

Z7 INE PAN -12,5324 | -28,1509 3,2807 4,0611 2,6761 0,7448

Z6 INE PAN -13,6010 | -29,3803 2,5675 3,4879 1,8123 0,087
ZnHcp -10,2503 | -15,1740 9,8822 7,6251 10,8209 3,386p
Zgp1 -9,5842 | -18,0824 1,7851 0,7899| -29,6340 1
ZBp2 -1,9412 -3,8294 -1,2558 -0,5927 -1,5413 -1,1630

Source : own calculations

The company BUDOPOL-WROCLAW (dominant shareholdsr the
development company GANT) in 2012 reported a dramatrease in financial
expenses, caused by losses on financial assetswakaprobably connected with
the reckless financial policy of the company. Ipteenber 2012 the court issued a
decision declaring the bankruptcy of the companythwihe possibility
of an arrangement. Table 5 illustrates the regfiltee discriminant analysis for the
BUDOPOL-WROCLAW company. The most vulnerable wére ZBP1 and ZBP2
models, which already in, respectively, 2009 and&have signalled the
deterioration of the company’s situation, whichtlie years of 2008-2011 reached
good financial results. All functions have alertbd thread of bankruptcy in 2012.

Table 5. Results of early warning models for theTBERPOL-WROCEAW company

MODEL 2013 2012 2011 2010 2009 2008

Z7 INE PAN -5,2054 -4,1476 2,2514 2,0400 2,6573 2,9321

Z6 INE PAN -6,0225 -4,5021 2,3929 2,2345 2,5056 3,391
ZHcp 0,5692 -0,8568 3,7873 2,9147 5,8204 5,153p
Zgp1 -5,6527 -2,4355 0,4827 -0,0399 0,1708 0,9987
Zgp2 -1,6777 -2,2258 -0,6646 -0,5447 -0,7385 -0,0593

Source : own calculations

1 The financial statements of the company have begpaped according to IFRS since 2009, what meaighe
earliest data relate to 2008. ThgZmodel refers to the average balance sum of themruand previous year. The
result is the lack of capacity to perform functaiculations for 2008, due to referring to datarfre007.



Application of the multivariate analysis methods. fo 267

The company of Lower Silesian Rock Raw Materialsl(idslaskie Surowce
Skalne) (DSS) in the years of 2008 - 2013 was éapeing losses of a few to even
several hundred (in 2011) millions of zlotys. Thensequence of poor financial
results was the company’'s bankruptcy announced hm®/ d¢ourt in 2012.
(cf. Table 2)

Almost all analysed discriminant functions paideation to the risk of the
DSS company’s bankruptcy already since 2008. QrdyRoznan modelxér in the
years of 2009-2010 estimated the company positiyefy Table 6)

Table 6. Results of early warning models for theS@®mpany

M ODEL 2013 2012 2011 2010 2009 2008
Z7 INE PAN -14,4024 -6,2103 | -10,7606 -0,2150 -0,5554 -0,3671
Z6 INE PAN -15,1875 -7,0201 | -11,0610 -1,0164 -1,2899 -1,2407

ZnHcp -14,3441 -6,4193 -7,3586 0,5936 4,1502 4,7984
Zgp1 -5,4356 -1,3858 -6,5406 -1,3620 -1,5417 2
Zgp2 -1,9502 -1,5122 -3,0377 -1,6517 -0,9343 -1,4563

Source: own calculations

The ENERGOMONTA-POLUDNIE company since 2009 has generated
several million negative financial results, so tima2012 to register the highest loss
of PLN 345 million. Crisis in the whole constructidndustry resulted in the
company’s trouble, towards which in January 2018réhwas initiated the
bankruptcy proceeding. (cf. Table 2)

Indices Z e pan and Zp1 indicated the threat of bankruptcy of the
ENERGOMONTAZ-POLUDNIE company since 2009. ThesrZ model has
signalled bankruptcy since 2008, the& pan function since 2011, and theict
index has maintained optimism the longest alarntiegthreat only since 2012. (cf.
Table 7)

Table 7. Results of early warning models for tNERGOMONTAZ-POLUDNIE

company

MODEL 2013 2012 2011 2010 2009 2008

Zzinepan | -22,5409 | -46,4777| -0,7148 0,1856 0,3264 1,4937

ZsnEpan | -23,3026| -459320| -1,0072| -0,1115| -0,1733 1,1900
Zhcp 24,9915 | -27,9479 0,4686 1,735] 2,8325 2,6186
Zep1 -6,1621 | -132109| -1,1211] -0,7814| -0,6905| 0,2889
Zsp2 -2,6538 | -6,7029| -1,4299| -12798| -1,2265| -0,8358

Source: own calculations

2 Compare footnote 1
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GANT is a large real estate development companidibhg, among others,
by own forces using the acquired construction coriggm e.g., BUDOPOL-
WROCLAW.

In the years of 2010-2012 the company recordedrgmessive increase in
sales revenues (by 158 % in 2012 in relation taOR0However, at the same time,
cost of sales increased by 194 % and the compaaigteg the value of inventories,
financial assets and investment properties, whailted in the enormous loss in
the amount of PLN 450 million in 2012. The year 20&as closed by the
developer with the loss of PLN 71 million, and la¢ tbeginning of 2014 declared
bankruptcy.

Table 8 shows the results of the discriminant aialyor the GANT company.
First three models 7Zne pan, Zs ine pan @Nd Zicp indicated the bankruptcy threat
since 2012. The gé; function already in the years of 2010-2011 patdrdaion to
the deterioration of the developer’'s situation, ath@ Zp, index signalled
bankruptcy in the perspective of two years alresidge 2008. (cf. Table 8)

Table 8. Results of early warning models for theNgAcompany

MODEL 2013 2012 2011 2010 2009 2008

Z7 INE PAN -0,4459 -4,5500 1,2210 1,3963 2,3408 2,4447

Zs INE PAN -1,2981 -5,3876 0,4252 0,5405 1,6639 1,7163
Zncp -0,8761 -1,8726 1,3616 1,8282 3,4493 4,6081
ZspP1 -0,5380 -3,3542 0,3355 0,2888 1,1762 1,1533
Zsp2 -1,9007 -2,5806 -1,6312 -1,6894 -1,0950 -1,1316

Source: own calculations

The HB POLSKA company in the years of 2008-201lieaad the net
incomes from sales of PLN 1,5 billion and the grofithe range from PLN 45 to
113 million. In 2012 the company reduced the inceomely to PLN 61 million and
recorded a gigantic loss of PLN 1 190 million. Thesulted in the transition of the
company in 2012 into bankruptcy.

Table 9. Results of early warning models for the PIBLSKA company

MODEL 2013 2012 2011 2010 2009 2008

Z7 INE PAN S -28,0780 0,3434 0,5189 1,0554 0,4066

Zs INE PAN - -29,2816 0,2551 0,4549 1,044¢4 0,2827
Zncp : -98,8002 1,0695 1,2662 1,719¢ 1,3777
ZspP1 : -46,8762 -0,4019 -0,3712 0,0124 0,1331
Zsp2 - -10,0113 -1,3132 -1,1858 -0,8598 -0,9888

Source: own calculations

8 28.03.2013 r. WSE withdraw from trading shareshefcompany HYDROBUDOWA POLAND SA and the
company has been exempted from the requirementttiisp financial statements.
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The Z ine pan, Zs INe pan @Nd Zicp functions signalled the bankruptcy threat
only in the bankruptcy year of the company. Thg:Zunction since 2010 paid
attention to the bankruptcy threat in the perspeatif one year, and thezz model
indicated this threat in the perspective of tworgedready in 2008. (cf. Table 9)

The INTAKUS company has clearly reduced its incente the years of
2010 — 2013 from the level of PLN 64 million to PLI® million. From 2011 to
2013 the company has constantly generated lossesewaral million zlotys,
resulting in the declaration of bankruptcy in 2012.

The Zicp model as the only one in the years of 2008-2013mdit indicate the
company’s problems. The functions of e pan, Zs ine pan @Nd Zp1 Signalled the
bankruptcy threat in the perspective of one yeacesi2011, and theg#Z. index
predicted this risk in the perspective of two yedrsady since 2008. (cf. Table 10)

Table 10. Results of early warning models for ti@ AKUS company

MODEL 2013 2012 2011 2010 2009 2008

Z7 INE PAN -1,6259 -2,3484 -2,5836 1,0894 0,8696 1,2004

Z6 INE PAN -2,5435 -3,1925 -3,3417 0,4543 0,1143 0,6217%
ZHcp 2,2978 0,0614 0,1972 4,885( 4,395 3,7916
Zgp1 -2,7001 -2,4348 -2,4890 0,5469 0,3066 4
Zgp2 -1,6038 -1,9065 -1,9645 -0,9239 -1,1991 -0,8836

Source: own calculations

The POLIMEX MOSTOSTAL company in the years of 2QBL1 achieved
net incomes from sales of PLN 4-5 billion and thefip of PLN 102 to 175
million. In 2012 the company still achieved inconaghe level of PLN 4 billion
but recorded a gigantic loss of PLN 1244 million. 2013 the company has
reduced its incomes to PLN 2 billion, but it hasoateduced the loss to PLN 261
million. Despite this, its creditors since Octold#12 has been systematically
submitting motions to declare the liquidation bargtcy of the company.
The Z ine pan Zs iNe pan @aNd Zicp models paid attention to the bankruptcy threat of
the company since 2012. ThegpZ function since 2011 has signalled the
bankruptcy risk, and thegg> model alarmed troubles in the perspective of two
years already since 2008. (cf. Table 11)

Table 11. Results of early warning models for ttd.MEX MOSTOSTAL company

M ODEL 2013 2012 2011 2010 2009 2008

Z7 INE PAN -1,4695 -4,5819 0,6848 1,1717 1,3308 1,181

Z6 INE PAN -1,8972 -4,8078 0,6042 1,0913 1,332( 1,254p
ZnHcp -0,6488 -1,6005 1,4416 2,5217 2,7604 2,304
Zgp1 -1,5263 -3,2845 -0,4728 -0,1062 0,0323 0,0964
Zgp2 -1,7393 -2,7367 -1,0520 -0,7533 -0,5701 -0,6373

Source: own calculations

4 Compare footnote 1
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The specificity of the PBG company is that the digant part of its assets
are the already listed companies of HB POLSKA afdERGOMONTAZ-
POLUDNIE. This company in the years of 2008 — 2@tBieved incomes from
PLN 1,5 to about 4 billion, and in the years of 202011 the profits at the level of
PLN 200 million. However, the crisis in the constian industry, own troubles
and of the subsidiaries made the company in 20d@dea huge loss in the amount
of PLN 3 690 million. Hence, in the same year, dieeision of court to declare the
company in the systematic bankruptcy.

Table 12. Results of early warning models for tB&Rcompany

M ODEL 2013 2012 2011 2010 2009 2008

Z7 INE PAN -0,5814 | -14,6167 0,7147 1,3614 1,677(¢ 1,6890

Z6 INE PAN -1,1533 | -15,4425 0,2251 0,8926 1,2715 1,3631
ZnHcp -1,4141 -8,6531 2,0054 3,4712 3,5799 3,4784
Zgp1 0,2246 -9,6399 -0,4446 0,0083 0,2175 0,5717
Zgp2 -1,6694 -4,1537 -1,3368 -1,1541 -0,9849 -0,8116

Source: own calculations

The values placed in table 12 indicate that indi€esie pan, Zs INe pan @Nd Zicp
detected the bankruptcy risk of the PBG companges012, that is from the year
of declaring the company’s bankruptcy. Thgs«Zfunction paid attention to the
bankruptcy threat since 2011, and thes»Zmodel alarmed the threat in the
perspective of two years already since 2008.

SUMMARY

Analysis of the financial threat of the studied gamies indicates that the
use of particular discrimination models does nodrgatee the clear assessment
of their economic condition.

The characteristic feature for construction comesnis the recognition
of the incomes and costs of construction servicaseth on the International
Accounting Standard 11 — Construction Contractser@l; this provision states
that the result of the contract for the constructiervice is estimated based on
incomes and costs connected with the constructiontract estimated as incomes
and costs respective for the advancement statehefirhplementation of the
contract at the reporting day. The completion stdt¢he contract is determined
based on the proportion of the costs incurred forke performed to date in
relation to the estimated total contract costs. ifbarred costs only consider those
contract costs, which reflect the state of theqreméd works.

However, when the entity recognises that the implaation of the given contract
will be connected with incurring losses (even i tilistant future), then it is
obliged to the single increase of costs of theesurperiod.
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This is connected with a number of effects, amahes:

» the contracts include the costs of the failure ¢ooanplish or the untimely
fulfilment of the contract, therefore the currerdripd will be charged with
future contractual penalties;

* a single deterioration of the financial result nragult in the reaction of the
funders of the company, in particular banks anddes Long-term loans may
become short-term, with higher interest rate. Havewhile the companies
often come to an agreement with banks, the lesam@sruthless. The result
of this are the drastic increases of the financiadts (interests) and other
operating costs (creating provisions for liabiltitowards lessors and
impairment losses for the value of fixed assets);

e company’s environment, and especially entities,ciwhirdered services, may
terminate contracts.

In the light of the above, it should be noted ttta indicators included in the

models only indirectly refer to the other operatimgd financial costs. From the

construction of many indicators it also resultst tiee effect of influence of these

costs is mitigated by the fact that these items iaptuded indirectly in the

numerator and denominator of the indicator.

Three of the analysed models: e ran, Zs iNe pan @and Zicp indicated the
companies as threatened with bankruptcy too l&ealse in the year in which this
bankruptcy was announced. These functions refahénindicators used to the
broadly understood assets. However, in companie® tis often a situation that
only at the time of announcing the bankruptcy, egdapart of assets (e.g.
receivables and inventories) is subject to verifiza as to their real value.
Suddenly, from day to day, there are made powevfite-downs updating assets,
while on the other hand the financial result of t@mpany deteriorates. The
financial statement of the company made in goath faay not reflect the essential
threats resulting from, e.g., the collapse of thgnpents in the chain of service
recipients.

Other two models of B. Prusaka and &p, were more sensitive to threats
of bankruptcy and in some cases of the studied eoiep in great advance
alarmed the potential troubles of companies. Tliesetions in most part refer to
the values of the profit and loss account. Themsi#ity, and hence the success in
the assessment of the studied companies, may fesultthe use of the indicator,
referring directly to the incurred costs by the @amy, which informs about the
cycle of implementation of commitments in relatimnoperating costs. Moreover,
the Zgp1 model takes into account the changes of the balamm over time.

Each of the analysed discriminant functions is daseanother set

of indicators and it better or worse analyses thgesof the finances of the
construction and real estate development companies. assessing the
discriminatory model one should focus on the dymanaif financial results of the
given company from previous years. Such an arslysiy indicate the long-term
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factors determining the company'’s activity, whiahthe future may cause financial
problems.
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Abstract: The article presents the functionality of prefeemodelling for
purposes of the multi-methodical, multi-criteriacton analysis implement-
ed in the computerised decision support systemedreh results can be con-
sidered through the prism of preference: autharght determined by the
decision maker or democratically by the group ohdjiiaries and from
the perspective of scientific views of the counefl experts. Preferences
in the system can be determined using severaldiffenethods.

Keywords: analysis and preference determination methodssidacsupport
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INTRODUCTION

The term of preference is a concept found in ecac®ifmicroeconomics)
and is associated with the theory of consumer’'scehdConsumer’s preferences
reflect his taste and depend on approval, satiefgchabits. The buyer submits
such combinations of goods, which maximise itdtyfithat is satisfaction derived
from their consumption. The concept of preferemsceery often confused or equat-
ed with the concept of relation. Preference mehaesntan’s attitudes and is the
feature of the real world, the feature of peopleisTterm can be formally defined
as a kind of relation [Ostasiewicz 2003]. In fornaims, preferences are under-
stood as the pre-order (reverse and transitiverpirglation) or the linear order
(return, transitive and consistent binary relatidajermined in the area of profiles
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of goods and services (basket of goods). The mmeder relation enables the as-
signment of the individual preferences scale tocthressumer, on which the profiles
of products can be valued and the choices can timispd [Bak 2004].

In the article, the term of preference is considenethe context of quantify-
ing utility, which cannot be directly measured.fBrences specified in terms of the
choice options allow the defining of the utilityriction, which in turn allows you
to connect every option with the specified numbearacteristic [Bk 2004]. The
utility theories belong to the area of interesimi€roeconomics, while the prefer-
ence testing methods are the research tool of ricomometrics [Petka, Rybicka
2012]. Preferences are the expression of the ptexiof the decision-maker’'s
rationality. Their incidence means that in the afetill possible pairs made of the
decision variants there was distinguished a subg@th constitutes the relation.
While the utility is a concept, which allows to ggsdecisions with some contrac-
tual values, constituting their merged assessmeettd preferences of the deci-
sion-maker. Assigning utility to decisions allovgsliring the decision problem to
the automatic choice of decisions of the highehtevéutility) [Shapiro 1993].

The aim of the article is to present functionatiffthe computerised decision
support system within the preference modelling farposes of the multi-
methodical, multi-criteria decision analysis. Tlesearch procedure in the system
involves the selection (optimization of MLP — mdtiteria linear programming),
ranking (AHP — Analytic Hierarchy Process) and griog (Electre Tri) of decision
variants (called the objects of analysis). Objeets be examined from the point of
view of preference of the given person or grouglition), that represents the spe-
cific side in the decision-making proceedings: d@eti-makers, beneficiaries, ex-
perts. Wherein it is assumed that preferences eaetermined using several dif-
ferent methods.

ANALYSIS OF PREFERENCES AND METHODS OF THEIR
MEASUREMENT

The preference analysis is the research approdgbhwnvolves the qualifi-
cation of objects in the particular scale, whaultssin the hierarchy of objects’
importance. The analysis provides the adequate urerasnt and objectification,
and its aim is the multi-criterion evaluation foedsprimarily on comparative stud-
ies and on the selection of one from the set efadttive solutions.

The basic methods used within the preference asadhdude the method of:

« ranking, which consists of determining the importance apacific object in
the given set, due to preferences and is usedhéar drrangement for purposes
of the comparative and diagnostic studies;

e scoring consisting of the evaluation of objects using il any scale of real
numbers); studies with this method include the watidn:
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- comparative, which means the qualification of intance of particular ob-
jects (systems, parameters, assessment critaripbased on relations be-
tween them;

- testing (diagnostic) which is the test of a degméeespecting the deter-
mined requirements by the given system;

- variation of direction towards the rational choi¢eptimal) solution
[Stabryta 2002].

One should also mention the methods of the ideatifin and diagnostic nature,

which include, among others: surveys, interviewd elmecklists. These preferences

of the preference analysis can be used in conmegtitthh other research methods.

The preference measurement is made on the bad&tenined declarations
expressed on the respective measurement scalbsyoate revealed through ob-
servations of the real market choices. One of tpgsals of division of the pref-
erence measurement methods is their classificatesulting from the data theo-
ries, based on two criteria:

« nature of relations between them — data can be similar (closeness) or dominant
(preference) in nature,

* number of comparison of the object type — comparisons are made in the area
of one set or two sets.

As a result of different combinations of the praedrdivision, one can obtain the

following types of data:

e asingle stimulus,

« preferential choice,

e comparison of stimuli,

« similarities between stimuli [Sagan 2009].

In practical studies, especially the marketing ortles preference analysis
used the historical observations and data desgriinitensions of consumers. We
can distinguish the methods of preference measuneme
» disclosed, these are the analysis methods of luatatata, which reflect the

real market decisions of consumerghe source of data are the information

about the past market choices of consumers frorditbet or indirect polls,

* expressed regarding the suspected market behawbumnsumers — data re-
flect the intentions of consumers during measuréraad are collected using
the direct or indirect polls; there are used theéhwods representing the ap-
proach: composite (assessment methods of levelsattiiloutes), decomposed
(traditional methods of the conjoint analysis, noelh based on choices) or
mixed (hybrid methods of the conjoint analysis, #uaptive method of the
conjoint analysis) [Bk 2004].

The selection of a method is influenced by the aedeer's decisions concerning

the aim, subject and scope of the study, costsemtuhical capabilities.

For many years, the relation of the individual prehce is the subject of in-
terest of social sciences. Especially the issuea tmetter understanding of the de-
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cision-making problem. That is, the decision supgorwhich an important role is
played by the analyst supporting the decision-makdormulating decision vari-
ants, constructing criteria for variant assessnagdt the form selection of the as-
sessment aggregation performed towards individuitdria. There is emphasised
the multi-criteria nature of the decision process] decisions usually lead to meet-
ing the whole set of the decision-maker’'s needajilo2004]

In methods of multi-criteria analysis, informatioeflecting preferences of
particular participants found in the decision supgrocess are provided prior to
the start of the calculation procedure. This isedby an analyst, who is a bystand-
er, responsible for the whole decision-making psscnd communication with the
decision-maker or the decision-maker himself, wan be an individual or a col-
lective body (a group of people), and sometimeatera group of interests. Such a
structure has an impact on the way of determinyregpreference. In case the deci-
sion-maker participates directly (or via the anglys the decision support process,
he determines his preferences directly. While ttoeig approach requires conduct-
ing of, for example, the direct questionnaire dgrthe specially organised meet-
ings [Thiel 2009]. According to the theory of madirgroup decisions, such
a choice takes place when it is performed by mbas tone person. While in the
group thinking, striving to maintain the integrity the group is more important
than the facts. A good method of the group chdnmeikl have the following prop-
erties: limitless field, rationality of the groupgberence, Pareto optimality, inde-
pendence of the irrelevant alternatives, no dicti@@osnowska 1999].

The decision-maker making decisions may have tbwigla a large number
of decision-making variants, assessed by manyrierit€he intuitive approach in
the choice situation may lead to false conclusidiherefore, it is important to use
the appropriate procedure, which will enable theidance of decision errors.
Among the decision support methods one can digshgine multi-attribute tech-
nique (multi-criteria) of the decision assessm&ADA — multi-attribute decision
analysis, MCDA — multi-criteria decision analysis). In literature there are many
methods, which could be used for solving the denisnaking problems. However,
the mere choice of the appropriate procedure isiléi-oriteria issue, because there
should be considered many aspects, which inclutte the nature of the decision-
making issue under consideration, possibilitietheftool used, its perception, flex-
ibility and ease of use. There are methods of prouaiversal character [Dytczak
et al. 2010]. Such procedures include the methaduwfi-criteria decision-making
AHP (Analytic Hierarchy Process), which is used for ranking the decision-making
variants and indirectly to support their choicewhs developed by the American
mathematician Prof. T. L. Saaty, whose works onalgerithm construction were
started in the 70s [Saaty 1977, 1980]. The apprpachosed by Saaty combines
the elements of mathematics and psychology. Iseduo solve decision-making
problems, especially in situations, when criterevén the qualitative nature, and
assessments are subjective and result from know/ledd experience o the analyst.
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From the theoretical side, the problem of mergimdjuiidual preferences is
also contemplated on the basis of the utility thebrside it are formed some con-
ditions, which should be met by the utility functidescribing the preferences of
the whole group. Depending on the arrangementesfetttonditions, one can obtain
a specific form of utility for the group. This fugn allows to obtain the problem
solution and allows to formulate the analytical wayfinding the final decision,
just like the selection of the voting method allotesachieve the final decision
based on the results of the vote [Shapiro 1993].

The approach towards assessment aggregation abtimdered attributes,
provided by experts, depends mainly in the waylotating their assessments. We
can distinguish two grasps of the work organisatibthe team of experts:

e cooperation in assessing relations between thibwts of the group in ques-
tion; assessments provided by individual expertsaseraged, usually by the
geometric mean;

e approach based on the autonomy of the individupkeesg in making of the
assessments; in this grasp the rankings are aggdegdtained from the sepa-
rately operating experts [Dytczak et al. 2010].

Among the methods used to determine the preferetimye can be observed,

among others, the following suggestions:

« methods using the optimisation tools, based omthAthematical programming
technique (linear programming),

e procedure for combining the opinions of the grofigxperts into focus, using
the cosinus distance measure between the prefeventms, obtained by indi-
vidual experts,

* aggregation of individual preference structu(adPS),

* the use of the Bayesian estimation procedure, whédomes particularly use-
ful in case of issues with a great number of expert

e using the theory of games by applying the critefiminimal regret in search-
ing for the agreement between experts [Dytczak 04.0].

MODELLING PREFERENCES IN THE COMPUTERISED DECISION
SUPPORT SYSTEM

The topic of the discussion is the functionalitypoéference modelling in the
computerised decision support system — DSS (veB&® 2.0 — authors Budiaki
R., Becker J., 2008-2014). It is a hybrid solutiahnjch with the help of engineer-
ing techniques of the computerised data processimgbines and provides the
algorithms of different decision support methods isimple and usable form. Inte-
gration of methods in the computer system is neidantal. The multi-criteria
decision analysis covers the issues of choicengeraent and grouping of objects
(decision variants) from the point of view of thetekmined set of criteria and pref-
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erences and with the possibility of taking into @oat the set of restrictive condi-

tions.

The information and decision process was dividéat in
* decision optimisation based on the multi-criteria linear programming (NMLP

with the utility function and including the choicé the strongest preferred ob-
jects, which on one hand is considered from thatpof view of the disposer
of resources, and on the other, supports the luaedéis competing for these
resources (e.g. tasks of allocating the EU fundewerse auctions),

e analysis, which uses two approaches connected with the asfmients
of schools: American (AHP) and European (ELECTRAIf is about the pref-
erence analysis, rankings and grouping of objexts formulating the clients’
profiles for purposes of the marketing analysis),

e identification in terms of quantitative methods of the econometrialysis and
methods based on linguistic data (RST — roughhsetry).

Integration of methods in the decision supportesystomes down to using
their functionality on a common set of input datedmined within the considered
decision problem. The foundation of the methodgrdagon in the computer system
is the acceptance of the coherent and flexiblestra based on the notation of the
MLP information method [Becker 2010]. It allowsdefine any model information
structure (the so-called mathematical model terapltr the decision task. In the
template construction into account are taken thaso-maker’s requirements
determining the substantive scope of the objedlyaisa(decision variantdi, W,
..., Wh). They are expressed by: decision variables,icase conditions, one- or
two-level structure of the assessment and preferenteria.

Based on the mathematical model template, intosyls¢em there is intro-
duced the set of homogenous objects. Every decisoiant is a record (row) in
the table of the relational database and at theedame an autonomous, partial
mathematical model, otherwise formalised form af timear programming task,
which has the solution (is not a contrary systéerhnical and economic parame-
ters in the partial model of each variant can bgressed in the form of numerical
values and linguistic assessments determined bgxjmert of their team.

An essential part of the input data, common tonti@hods used in the sys-
tem: MLP, AHP and ELECTRE TRI, includes:

* value vectors of major criteria di = {duy, day, ..., dri}, Which are declared with
the partial models for the objedté (t = 1, 2, ...,n),
e preference vector (weight) w = {wi, Wy, ..., wi} mandatory for all analysed

objectsW , where}j _; wy = 1.

In the construction of the system there is preditie possibility to generate
results of the object analysis from the point @wiof preferences of different par-
ticipants, representing one of three parties indbeision process (fig. 1), we can
distinguish here:



Methods of determining the preference for purposes 279

1) decision-maker fulfilling the superior function in the whole pra&® in most of
the decision problems it appears in the role ofdis&ributor of resources, for
which the applicant beneficiaries apply for (th#me request is the object of
analysis),

2) objects of the analysis, which are subordinated to the rules of the decision
game and compete to obtain the highest score (@ulade function); the com-
pared objects must constitute a category, which imelyde: people, organisa-
tions, proposals, service or product offers, planants, etc.,

3) experts (or respondents), who meet the measurement fundiaelvisory,
providing opinion), for an evaluation of parametefgach object.

Figure 1. Preferences in the decision support Byste

1. Decision-maker establishing rules 2. Beneficiaries representing objects 3. Experts evaluating parameters
for the evaluation of objects (decision variants) of objects

09 ¢ 60

Methods of determining preferences:
) comparing pairs of criteria by the Saaty method,
) queuing - assignment of criteria for order of weights,
) expressing a preference for the criteria using any point scale,
) establish equal preference for all criteria.

v

a
b
c
d

Preferences (weights) in the form of normalized vectors
Preferences of the Preferences of beneficiaries Preferences of experts
decision maker individual group individual group
Wy Wy Wy o Wiy Wy Wi Wgp o o Wi Wy
W, Waq Wpp o0 Wy, W, Waq Wpo o+ Wpp W,
w, Weg W 0 W w, Wig Wrp o Wy W,

The choice of weight vector
for the analysis

Selecting objects Ranking objects Grouping objects
(optimization - MLP) (AHP method) (method ELECTRE TRI)

Source: own study

In the context of many users, an important issue jgrovide them with er-
gonomic tool to express own preferences, whichhatdutput generates weight
factors in the form of a normalised eigenvectorthie DSS system, this function is
performed by the special program (fig. 2), whichlges the determination of pref-
erences for main criteria and for non-obligatomeleof sub-criteria.

The main and yet the substantively advanced funafaletermining prefer-
ences in the system is fulfilled by the populart$aaethod (used in the AHP
method), which supports the articulation of decigmaker’'s preferences and vali-
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dation of consistency of the expressed judgememts,their usage in the assess-

ment aggregation process. The essence of this thathlibe presentation of results

of comparison of assessment criteria in the fornsgpfare matrices, and calcula-

tions are based on the vector processing and neaslalgebra in terms of:

e one user, where by the pair comparison the relations betteem are deter-
mined linguistically using the Saaty scale [Sa&§d],

e group of users, who make the assessment as if they were theesirsglrs, and
determination of the group preference takes plaggguhe geometric mean.

The procedure of determining the normalised vewitin the Saaty method
takes place in four stages [Trzaskalik 2006]:

e summing up the assessmeq; in each column of the comparison matrix

A =[] _ according to the provision:

o =2, (1)

where:a;; — a number from the Saaty assessment scale, whitie result of
pair comparison of criteria (group notes are the values of the genmetean
from individual assessments),

« construction of the normalised mat&=[4;1=; , - where:

Lj=1,.,

a

By =1 )
g
« calculation of the approximate scale vectoraccording to the formula:
l r
wW==> B 3)
ria
e determination of the approximate eigenvalue ofrtfagrix A:
1 (Aw),
Aoy =— ) ——+, 4
mxrg " (4)

where Aw); means theé-th element of the vector formed as a result oftimul
plying the matrixA by vectormw.

During the introduction of estimations, the spealgorithm of the DSS sys-
tem checks to what extent of the decision-makes&sssments written in the ma-

trix A = [oc--]_ , are consistent. For this purpose, the compliaac¢of is
Ulij=1,.,r
calculated

Amax—T
T oer-1)’ )

where:Amax — the largest eigenvalue,— comparison matrix size§ — number read
from the table of compliance rates for theize [Saaty 1990]. If the ratio €0,1
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the occurrence of the assessment conformity isideresl. Otherwise, the pair
comparisons should be performed once again.

Figure 2. Preference determination functions u#iiegSaaty method in the DSS 2.0 system

21 PREFERENCES[Financial_subsidies_DSS002]
ahp - group krt - queue l
[%] [K] F Name of the criterion Units D01 D02 D03
0,490 D01 + Active network devices ... points X 2 2
0,312 D02 + New LAN connections ... points 1/2 X 2
0,198 D03 + Wireless Internet points 1/2 1/2

@® PREFERENCES n

Relationships W
- Equal importance 1

I

- Moderate importance
- Moderate plus

- Strong importance

3
4
5
- Strong plus 6
Lk CR= 0.046 = - Very sgt:)ng i :
8
9

- Very, very strong

- Extreme importance

™ DO1 > D02

Source: own study based on the DSS 2.0. system

A simpler solution, compared to the Saaty methethé use of the so-called
view recorder, thanks to which each of the assgsparticipants presents his
judgment in the form of the aim order (queue ofecid) perceived by him. To
increase the scope of perceiving the goal linggtivas introduced the straight and
curved parameterisation. Then, there is a podyilbdimap the situation, in which,
e.g., higher goals are harder to achieve thandherl ones (or vice versa). The
relevant mathematical effect was achieved by intcoth conversion factors for
the line quantification: proportionak;, =1/ Y-, 1, increasingw, = 12/ Y]_, [?
and decreasing; = (1/1)/ Y=, 1/, calculated fol = 1, 2,...,r (wherer is the
number of criteria). For the selected conversiandia there is created the initial
assignment obx criteria to the values of generated weighiten the principle ok
=1=1, 2,...,r. Each shift (change of ordddk in the order changes the assignment
of thew; value. In case of line groups, for each k-th cdidtethere is calculated the
arithmetic mean of the assigned values.

The supplementation of the option of determining plartial preferences in
the system includes two use cases, in which aljltsiare introduced in the direct
way. The first case is an arbitrary determinatibmpasitive weight values of par-
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ticular criteria using any scoring scale. The pded values are automatically nor-
malised into a vector, which sum of elements isaédo unity. The second case
concerns the situation, in which preferences shbaldentical, e.g., for three cri-
teria ¢ = 3) there will be the sizes of = 1f , i.e. 0,33 for eack =1, 2,...,r. It
should be added that the most popular are exdutlget two cases of expressing
preferences for criteria.

SUMMARY

Depending on the specifics of the decision problgqme of objects assessed
in the DSS system and laws applicable to his pgy@swell as guidelines, proce-
dures and rules, the decision-maker’s task is teradgne clear rules of conduct of
this analysis. The most important of them can berdéned by answering the fol-
lowing questions. What or who is the object of geial? What assessment criteria
of objects should be taken into account? Whosespates for criteria should be
included in the decision analysis: decision-makesgert’'s, group of experts or
beneficiaries’ representing the objects?

If the decision analysis has the character of dognresearch, the look at
the results of optimisation, ranking and groupihglgects from the perspective of
every side of the decision proceedings becomesestiag. Preferences may ex-
press the view:

a) authoritative — of a decision-maker being in thie rof, e.g., manager or the
board,

b) democratic — a group of beneficiaries, who are ss&xk (e.g. employees, stu-
dents) or represent the analysis objects (e.g.osalp, offers, companies and
others),

c) scientific — expert or group of experts (in casa ¢éam of experts the resultant
preference may also have the interdisciplinary atter).

In the decision-making process with a group of eispevhat is interesting is
the study of relations between their individualidfsl (preferences) and assess-
ments of objects (criteria values) and the analgtike influence of the beliefs on
the results of ranking and grouping.
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Abstract: The article discussed the issue of the bi-directiaata transfor-
mation (from the linguistic form into numerical, chmice versa) in the com-
puterised decision support system (DSS). The sysigs multi-methodical
research approach, which is to provide a simplewsadul form of function-
ality of different, complementary decision supporéthods. Data transfor-
mations are based on the use of fuzzy set logicspedially developed for
thus purpose scoring and linguistic scales of tidénal nature.

Keywords: linguistic and numerical data transformations, fugrpantifiers,
computerised decision support system.

INTRODUCTION

In business practice very common are situationsyhirch information ex-
pressed orally are necessary to make a decisian.tyjme of expression form is
cognitive in nature and closer to the human peroemf reality. By nature, we
perceive and describe objects and phenomena iimibeecise and blurred way.
Only the need to make precise calculations, fongye, of the engineering nature,
forces the use of right tools and measurement rdsthad expressing some prop-
erties using precise numerical values.

Literature [Bouyssou, Roy 1993], [Greco et al. 20@002], [Stownhski
2007] contains a variety of procedures and metlofdsultiple criteria decision
making (MCDM). According to Greco et al. (2001) yhean be divided into meth-
ods based on the functional model (American schard) relational model (Euro-
pean school). The vast majority of these methogem#s on the input data ex-
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pressed numerically. The remaining group, congtiguthe complement in this
context, are the research methods created on #ie dfestatistics, artificial intelli-
gence and psychology, in which the numerical patarasecharacterising the re-
search subject are not specified (phenomenon, bjEieey are called the non-
parametric methods, often there are no assumgpgtiotiem as to the completeness
or precision of data. This group, for example, uels the symbolic methods
of data classification [Gatnar 1998] and most & thethods based on the theory
of rough sets, applied to the analysis of dataistarcy, their grouping and induc-
tion of decision-making rules [Pawlak 1982].

Integration of many complementary methods of denisnaking in the in-
formation system requires, first of all, the deyslent of such a model of data
organization which will be more adjusted to theotlyeof decision-making. Sec-
ondly, the integration requires arming of the decisnaking analysis process on
its each step with computer algorithms of transadran of various data forms in
such a way that in the context of the problem tlieresed one common set of input
data (numeric, linguistic or mixed).

The article focused on the issue of bi-directidrahsformation of linguistic
and numerical data, which was used in the commat#rilecision support system —
DSS (version DSS 2.0 — author Bugsi R., Becker J., 2008-2014). This system
distinguishes the multi-methodical research metleodsisting of sharing the sim-
ple and useful form of algorithms of different, qadementary decision support
methods. It covers the issues of selection, ordesimd grouping of objects (deci-
sion variants) from the point of view of the deterad set of criteria and prefer-
ences and the possibility to take in to accountdée of restrictive conditions.
Apart from this, it enables the econometric valuatof objects and induction
of decision rules. Data transformations were basethe use of the fuzzy set logic
and specially developed for this purpose profile®rdinal and linguistic scales.
The broader context for this data conversion inci@puter system is the integra-
tion of knowledge sources — measurement data, egparions, unified structures
of mathematical models and collections of methodd an important rime of the
information and decision process, that is the dmtigame, which purpose is the
selection of the best solutions from the availavies.

FUNCTIONAL SCOPE OF THE COMPUTERISED DECISION
SUPPORT SYSTEM

The functional scope of supporting the decisions determined as the solv-
ing of decisive tasks connected with multi-critesedection, grouping (sorting) and
organising (ranking) of any decision variants, ustiid as objects of the analysis
representing the given category of events or thifigese objects must have a uni-
form information structure. The additional functatity of the system is the analy-
sis and the evaluatioex postof the obtained results of the decision-making- pro
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cess. It should be noted that the studies cartigdnathe system can have the for-
mal nature (official), taking on the form of theyédly sanctioned procedure (e.g.
public tender, where the offers are evaluatedkss bfficial, cognitive, where the
decision maker is repeatedly supported through Isimons (e.g. evaluation of
employees, products, services, variants of planrétg). The fact that the theory
of decisions creates methodological foundationsttier analysis and generating
best solutions is not about the utility of the mfation system in practice. In fact,
the needs of management translate into the esséattars that should be taken
into account in the design of system supportingsitet-making, namely:

« multi-stage nature of the decision-making process,

e multi-criteria nature, in which the structure otteria is simple (criteria vector)
or complex (hierarchical or network dependencies),

number of decision-makers and experts,

scale of the decision problem (few or mass probjems

flexibility of decision variants (customising thanameter values),

linguistics of data (statements of experts or radpats).

The complexity of the description of the decisitteation causes that it is difficult
to emerge the method that would be universal, tclwtve could attribute the pos-
sibility to obtain the best solution of many diet decision-making problems.

The discussed system of supporting decision-maléng hybrid solution,
which using the engineering techniques of the cdepprocessing of data con-
nects and shares in a simple useful form algoritofngarious supplementary and
implementing the paradigm of the methods suppottiegdecisions. The research
procedure included in it is performed in three eggt includes: (1) organization of
data, (2) calculations of the decision analysis @ gresentation of results (Figure
1). The intention of the proposed scheme of thoaghtes from the understanding
of the support of decisions as a process, in whaged on the fact base (data) we
analyse and conclude, and then we make decisidns.tdkes into account the
knowledge of users and most of all of experts, whalyse facts, express their
opinions using the ordinal scale of linguistic asseents and use the mapping
methods proposed in the system.

Organizing data (Figure 1) as the base of integmatif methods there was
accepted the coherent and flexible informationcstme of the system, which was
subordinated to the construction of MLP models (iMeriteria Linear Program-
ming). It allows you to define the template for thecision-making task (standard
mathematical model, Figure 1). This constructidtesainto account the require-
ments of the decision maker, which relate to themclly analysed set of objects
and they are expressed through: decision variabheging conditions, one- or
two-level structure of criteria of assessment amel ¢orresponding preferences
[Becker 2008].



Transformations of linguistic and numerical data ...

287

Figure 1. General architecture of the computertecision support system (DSS 2.0)
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According to the template to the system there mtreduced data of objects (deci-
sion variants\Wi, W, ..., Wh). Technical and economic parameters of each Marian
can be expressed in the form of numerical valuesiaguistic assessments (fuzzy
values) from the ordinal scale defined by experteespondents. For the optimiza-
tion calculations all linguistic forms of data mugdt transformed into numerical
values. The basis for the conversion of verbal esgions into numerical (defuzzi-
fication) and vice versa (fuzzification) is the mmedology of the construction of
linguistic quantifiers based on the theory of fuzrys. After the introduction and
confirmation of data, each variant becomes therdegariting) in the relational
database and at the same time is the autonomatis| pgathematical model. The
object takes the form of the formalised task oflthear programming, which after
obtaining the positive optimization result (whetdsi not the contrary system) is
saved in the database with the admission stattisetstage of decision analysis
calculations.

The second stage (Figure 1) includes the issuesrobining data records —
partial mathematical models identical to objectshef decision-making analysis —
to the form of a multi-model (MLP task matrix) fre needs of the multi-criteria
optimization and transformation to the simple, tabstructure of data required on
other inputs of the multi-methodical analysis. ¢wtgion of methods in the system
of supporting decisions consists of the use ofrtheictionality on a common set
of data (objects) within a coherent, logical anthpeehensive information-decisive
process consisting of:

A. optimization of decisions considered from the point of view of interedtshe
trustee’s resources and from the perspective oéfiaries competing for the
resources,

B. multi-criteria analysis,in which there were used the approaches: connected
with the achievements of the American school (AH&hud [Saaty 1980]),
European (ELECTRE TRI [Roy 1991]) and Polish scH&bugh Set Theory —
[Pawlak 1982]),

C. identificationin terms of quantitative methods of the economeinialysis.

The third stage (Figure 1) includes the presematibdetailed results for
each method separately and together, in the forthetecision-making desktop
(“dash board”), within which the applied methods (points B and )dtion on
the basis of a consultation of experts diagnodnegstate of the tested objects. The
desktop integrates the results of methods supoda@tisions in the utility aspect.
It is an interactive system enabling the multi-disienal (multi-methodical) diag-
nostics of the selected objedt (or a new onéM.1) against the results of the
whole set \\Vi, Wa, ..., Wh). It has the cognitive, graphic form of presemtatof
results of the applied methods. It is a kind of hiae graphics, which consolidates
the graphic visualization with cognitive procestsdsng place in the man’s mind at
the moment of making the decision. The structuré¢hefdesktop is based on the
premise that knowledge about the object (its rategpressed by shape and colour
is absorbed faster than information in the forrmafnbers and text.
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THE USE OF LINGUISTIC QUANTIFIERS FOR THE CONSTRUCIN
OF ORDINANCE SCALE PROFILES

In the computer decision support system there &tenguished three areas
of the use of linguistic quantifiers. The first omaolves the transformation of
linguistic data (e.g. assessment of experts) tanthmeerical form (defuzzification)
required in the MLP mathematical model. It may teel® all values or only some
parameters (defined in the template of the decitsk, Figure 1), which charac-
terise thew; objects considered in the decision task. In tlverse area there is the
quantification of data (also referred to as dissation, Figurel), which is carried
out for the purpose of induction of decision rul€he basic quantification stage,
connected with the division of the scope of attigbvalues into separate sections,
can be implemented in an automated manner usingeleeted scoring and linguis-
tic scale or arbitrarily determined by the usere Third area of the use of linguistic
quantifiers is the decision display (Figure 1). &oansformations are used in or-
der to unify, consolidate and cognitively visualig® analysis results, obtained
with different methods.

The ideal, to which we aspire, are the losslessstommations of numerical
data to the linguistic forms, and vice versa. Tpwlsich relatively well allow for
this type of conversions, are provided by the fupgyc. It is based on the term of
fuzzy setsmeaning those, which do not have strictly defibedndaries. In 1965,
Zadeh provided an idea and the first concept diemrly, enabling the fuzzy de-
scription of real systems. The fuzzy set is anadhjgcluding the elements of some
area of considerations, wherein each of these elsncan fully belong to the fuzzy
set, do not belong to it at all or belong to itsame degree [Lachwa 2001]. The
fuzzy setA in the space (area of consideratiods} {x}, what can be written a&

O X, is a set of pairs
A={(fA(00}  OxOX, (1)

wherefa: X - [0, 1] is the membership function, which assigasheelement of the
X space with the grade of membership to the givemyfiset: from membership
fa(x) = 0 through partial membership Ofg£x) < 1 to complete membershig(x) =

1 [Kacprzyk 1986].

In fuzzy sets, the transition from membership to-n@embership is gradual,
and not abrupt, as in the conventional set. Theagof a fuzzy set is used for the
formal recognition and quantitative expression frly, imprecise, ambiguous
terms. They are commonly used for the qualitatisseasment of physical quanti-
ties, conditions of objects and systems, and ttwmparison [Piegat 1999].

The concept of the scoring and linguistic scaldiler¢scalé?) in the com-
puterised decision support system means the usemdeed configuration of the
adjustable elements of the ordinal scale, i.e.:

e number of degrees= 2, 3, ..., 11 — the system distinguishes 9 vasiaftthe
span of scalé? (they were given Latin names: ‘duo’, ‘tria’, ‘quaity
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‘quinque’, etc., in which the next degrees wereegivthe absolute, non-
negative ordinance values= 0, 1, 2, ...1-1, always starting from zero,

« linguistic values (names of degree&) — for example, foscalé' = these may
include:a“® =‘low’, al®™® = ‘average’, a“? = ‘high’,

* type of characteristics of the linguistic quantifiethis is a non-linear depend-
ency (f = a + bx) or linear §y = x) applied to generate, for any span of
scalé?, triangular or pentagonal membership functions fidividual linguistic
valuesa®. [Becker 2014].

Linguistic quantifier consists of the membershipdtions, which number corre-

sponds to the number of degraesn the given scale. These functions are created

based on linear or non-linear function transfororai For each scale there can be
determined many different linguistic quantifiers.the computer system there are
prepared five basic variants of the linguistic difear with: a) proportional, b1)
strongly growing, b2) moderately growing, c1) sglyndecreasing and c2) moder-
ately decreasing distances between linguistic gailfée Disproportionate versions

(b1, b2, c1, c2) can consist of triangles or pesiagwhat in total gives nine pro-

posals. For advanced users there is predictedassljlity of adjusting the shape

of the characteristics of the linguistic quantifeecording to the relationship

fr(x) =y = (-1 + (2)x, 2)
in which then parameter adopts the values from the rang®;0®), andx = a/(t-
1). If n = 1, the characteristics (2) is linear, distanckthined on its basis between
a? are identical, and membership functions for eahhave the form of equilat-
eral triangles (except for extreme vala@sandal™, for which the half-figures are
always taken into account). In other cases (wipenl) the inscription (2) deter-
mines non-linear relationships, and membership tfons obtain the selected
shape, of a triangle or pentagon. Winenl (0; 1), the system generates quantifiers
of decreasing distances between succesa(i‘i}e{a =0, 1, 2, ...1-1), while for
n O (0; 2 proportions of these distances move in the oppatiection.

In order to simplify the notation of the functioetdrmining the degree of
variable membershig' 0 (0; 1) to linguistic valuesX®, determined for particular
degreest =0, 1, 2, ...1-1, the functional relationship has been transfaif®) to
the following form

_ =Da* | 2-ma
fy(e) = U 4 Come, 3)

Triangular membership functions are constructedafoy span obcalé? —
assuming that the variabte (0; 1) and represents the numerical value subject to
conversion into the linguistic form — can be expegkin the form of the following
entries (Figure 2, an example for the five-poiraisg
« for the first linguistic valua'® (a = 0)
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T (D)—xr
fao(x) = { Fn(D)

for f(H=2x"=20
! ) (4)
0 for other x'
» whent > 2, then for everp(@ satisfying the condition 0 s < 1-1 particular
membership functions can be generalised to the &frm

x1=fn(a—1)
{m fOT' fn((l - 1) < x'< fn((l)

fa(a) (xl) = { fn(a+1)—xr , , (5)
fn(a+1)—fn(a) for f?](a) S X S frl(a + 1)

0 for other x'

« for the last linguistic valua® (a =1-1)

xXI—fp(t—2)
foe-n(x) = {l‘fn(T‘Z)
0 for other x'

In a similar manner are constructed the linguigtiantifiers equipped with
the membership functions shaped as a pentagorad®eral functions in relation to
triangular ones are more approximate to the shagigemon-linear characteristics
(2). This is due to the fact that apart from théueax, = f,(a) calculated for
eacha =0, 1, 2, ...1-1, for which f @ (x,) = 1 and reaches the extreme, with
the same rule there were also determined the eutng pointsc,, = f,(a +0,5)
| Xg— = fy(a —0,5) of the adjacent membership functions, whége, (x,-) =
0,51 f @(xq-) = 0,5 [Becker 2014].

According to tachwa (2001) the issue of assignhmg parameters describ-
ing the specific objects with the right memberathdgrees to linguistic expressions
of the ordinal nature, it should be stated thahgdhis in a good way is difficult.
This procedure is usually of the subjective natumd depends on the situational
context. Clarifying this issue, membership degrebich are individual and de-
pend on the circumstances indicate a kind of trevidch reflects on the set of
studied objects from the given area of considenat&bme arrangement, created by
association with the set of specific features. &®dnine the membership degrees
there is used, for example, the questionnaire ndettonmon in statistics. The
membership value is calculated as the relatiothefrtumber of affirmative an-
swers to the number of all answers provided by aeders. Another, popular
method is determination of membership degrees &gxipert. However, the expert
often determines only the general shape of the reeship function, and the accu-
rate parameter values are selected experimentally.

for f(x=2)<x'<1

(6)
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Figure 2. Constructing linguistic quantifiers basedtriangular membership functions
(example for the five-point scale)
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In the decision support system there was proposedldor creating indi-
vidual profiles of scoring and linguistic scaledjigh act as ready-to-use models of
the linguistic quantifiers with the selected mensb@r functions. These may in-
clude the equilateral triangles (type a — propaosloscales, Figure 3), irregular
triangles or pentagons (variants of the b and e)tyb varying proportions on the
ordinal scale, what is understood as differentadists between degrees and focal
points (the point of intersection of two functionaglditionally they can have the
growing or decreasing trend. A multitude of parameiconfiguring the profile of
scoring and linguistic scale allows to define ie tliven decision task)(the indi-
vidual, required for each’ parameter in the template of the mathematical ode
linguistic quantifier.

Figure 3. The use of the linguistic quantifierghie DSS system (projection of values of
thep* parameter on the axis of the proportional scales)

Ten proportional scales (version a) scale®™ (z =2, 3, ..., 11)
Ax' Ax' AX' Ax Ax' Ax' AX' Ax AX Ax' alunit]
*
v a? e a® e 2 a7 o a® e D
9)
5 a9 a” - a® ra i
¥ | a’<—r ) a® |
3) | (6) a'"<—r
a (5) | a (7)
2 | ) | a © | d -
a ) 4 AN ©)
a - “ | 4 ) a -
a |
4
arl) [ aa) | am | a() . a(S) |
3) | a® |
) @
) 4 ) a® 3 a |
a( * a T 2 a — a(})fﬁ
4V - a a% 2} L. p*
a e a e |
a -V ) §
aV&— 4V e
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(x=2) (z=3) (z=4) (x=5) (r=6) =7 (z=3) (=9 (x=10) (z=11)
fa@ )

Source: [Becker 2014]

The choice of the quantifier characteristics carthgeresult of the expert’s
suggestion, discussion of a group of several pe@te decision-makers and ex-
perts) or the survey, which van be performed inphase of obtaining data (e.g. in
the form of additional questions in the offer pregls submitted by beneficiaries
representing the objects).

After determining the character of the membershipcfion for the quantifi-
er and for the given scale profile, there shoulddb&germined the number of its
degreesT). In the system there are two kinds of allocatiithis size to the given
p parameter. The group variant, in whiclis determined for all experts assessing
p and the individual one, whereis selected by each expert giving opinionpon
according to his preferred (intuitive, best peredivstructure of the assessment
value system. In the computer system there wereemaadilable 9 scale models
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(scal€), which have front = 2 tot = 11 degrees (Figure 3). It should be noted that
the greater number of degrees on the scale mayemte the extension of the pro-
cess of parameter assessment, but instead thetstamed the higher precision
of transformation of linguistic notes onto the nuita values, and in a large group
of assessing people this may also result in thremtgr diversity.

The use of linguistic quantifiers in the decisiappgort system is related to
the bi-directional conversion of numerical and lirgic data. Defuzzification
means the conversion of signals from the qualieaiieid to the quantitative one. In
the system it relates to the parameter assessmp@nexpressed with imprecise
measures(? within the determined profile of the scoring anagliistic scale. For
the givena@, according to (3), the value,, = f(a), is calculated, for which
fa@(xq) = 1. Then, the valuex, € (0;1) is proportionally converted into the
acceptable parameter SCQeE (p;,in; Pmax) (Figure 3). The conversion process
taking place in the opposite direction, where quatite data (precise) are con-
verted to qualitative is called fuzzification orsslolving. The numerical value
of the parametep™ € (p;,in; Pmax) 1S transformed proportionally te’ € (0; 1),
then for each scale process (with the selected hsodég and quantifier character-
istics — typea, b or c) there are calculated the values of membershiptiums for
everya? (a =0, 1, 2, ...;1-1) according to the entries (4; 5 and 6) for tgiaar
functions (or similarly for the pentagon-shapedctions — more in the paper
[Becker 2014]). The highest valye « (x") from the calculated ones determines

the linguistic categorg®. It should be noted that the applied data transftion
based on the theory of fuzzy sets — in which basethe linear characteristics and
different non-linear ones the scopes of membershigtions are determined
(equal, increasing or decreasing) — is adequatbet@rocess of determining the
guantization intervals (discretisation) of theibtite values in the induction studies
of decision rules. The generated data scopes calatified by the system user.

SUMMARY

The article presented the issues of the linguiatid numerical transfor-
mation of data used within the uses of the compagersion support system (DSS
2.0). They most often concern the problems solvithl @perts, who express their
opinions using imprecise terms, for example, agsest of employees or recruits,
grant or loan applications, tenders including thecgalised services or devices, etc.
The place of experts may be occupied by respondengs, the representative
group of students assessing individual departmdires;tions of teaching.

Linguistic quantifiers, included in the form of fyz and ordinal scale pro-
files, on one hand, are used in order to bring tathe specific form and provide
them to the input of the appropriate decision suppwthod. On the other hand,
numerical method results are converted to the igtguform and integrated with
others on the decision desktop. The aim of thigai is the synthesis of results
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obtained with different methods based on the cognjiresentation and interpreta-
tion (using words and spectrum of colours).

What is interesting is the use of scale profilesadifferent number of de-
grees describing the conditional attributes andid#f@sion attribute to the search of
such gquantization, due to which there will be gatesd the most valuable rules.
Generalising the description of attributes (redgdime number of categories), we
admittedly influence the structure and consisterfcihe data set, but we are mov-
ing towards the deep knowledge, expecting the rflesmore general content and
greater coverage. This rule can be reversed andhiléower knowledge may be
sought, that is more precisely formulated rulethendescription of reality.
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Abstract: There is wide range of environmental performamckcators. The
more sophisticated they are, the more arbitrarwp@nt they take. The EPI
weights are established based on experts’ judgnfents Yale University
and Columbia University team. In the article waalgsed the changes in the
EPI when the weights had been replaced with theghteidetermined by
Data Envelopment Analysis. DEA determines weiglhst tmaximize the
performance of each unit with some assumptions. fioievery European
country this approach turned out to be the begépn.
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INTRODUCTION

Environmental Performance | ndex

The sustainable development and environmental peaioce are the
subjects of unwavering popularity. The popularigs lgiven rise to a considerable
wealth of research in this area. Increasing comsciess about environmental
problems was the origin of introduction of measwata like the Environmental
Performance Index (EPI). “The Environmental Perfange Index (EPI) ranks how
well countries perform on high-priority environmahtssues in two broad policy
areas: protection of human health from environniehtam and protection of
ecosystems” [Hsu at al. 2014]. The EPI can be bgeenvironmental advocates,
business leaders, politicians to improve managerdenisions and enable more
sustainable choice. Although, it is used more oftaly as a public relations and
marketing tool.
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The EPI indicators are constructed in several stepetail described on its
project website: http://epi.yale.edu/. Generallgapng, first, the raw data values
are transformed by dividing by population, GDP ome other denominator in
order to make the data comparable across count8esond, a logarithmic
transformation is performed on most of the varigbiehird, the transformed and
logged data are converted into indicators usingoaimity-to-target methodology.
The proximity-to-target methodology measures eaeinty’s performance on any
given indicator based on its position within a rangstablished by the lowest
performing country (equivalent to 0 on a 0-100 srahd the target (equivalent to
100). Then explicit weights are assigned to thecatdrs, policy categories, and
objectives in order to create the aggregate ERkesigémerson at al. 2012; Hsu at
al. 2014]. The weights and indicators are preseintd@ble 1.

Table 1. Statistical Weightings Used for the 201iEbnmental Performance Index (EPI)

EPI | Objective| Issue Category Indicator
Health Impacts (33%) Child Mortality (100%)

g C,g Household Air Quality (33%)

[} f 5 [=
3 . . o Air Pollution - Average Exposure to PM2.5
s Air Quality (33%) (33%)

S g Air Pollution - PM2.5 Exceedance (33%)
D T | Water and Sanitation | Access to Drinking Water (50%)

(33%) Access to Sanitation (50%)
Water Resources (25%) Wastewater Treatment (100%)
. Agricultural Subsidies (50%)

Agriculture (5%) Pesticide Regulation (50%)
Forests (10%) Change in Forest Cover (100%)

. . Coastal Shelf Fishing Pressure (50%)
Fisheries (10%) Fish Stocks (50%)
Terrestrial Protected Areas (National Biome
Weights) (25%)
Biodiversity and Terrestrial Protected Areas (Global Biome
Habitat (25%) Weights) (25%)
Marine Protected Areas (25%)
Critical Habitat Protection (25%)
Trend in Carbon Intensity (weighting varie
according to GDP)
Climate and Energy Change of Trend in Carbon Intensity
(25%) (weighting varies according to GDP)
Trend in CO2 Emissions per KWH (33%)
Access to Electricity (N/A)

Environmental Performance Index (EPI)

Ecosystem Vitality (60%)

Source: based on [Hsu at al. 2013]

The weights are determined based on expert judgmamtthe suitability
of the data or the quality of the underlying ddteotigh an iterative process. The
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EPI developers are aware that “the selection ofghsi is not a completely
objective process and that disagreements are adeitbased on political
preferences and even the performance of individoantries on different facets of
environmental performance” [Hsu at al. 2014]. Arere may be legitimate
differences of opinion regarding the relative intpaoce of selected indicators
[Emerson at al. 2012].

Data Envelopment Analysis

Data Envelopment Analysis (DEA), developed by [@lear at al. 1978],
is a well-established method for evaluating theatre¢ efficiency of a set of
comparable entities — decision making units (DMU3je to the fact that the
method allows to evaluate systems with multiplauisgand outputs, DEA has been
widely investigated and applied in various areascé&sDEA does not necessarily
require the use of financial data and can takeantmunt uncontrolled inputs (such
as environmental circumstances) is well suited @afye for the evaluation non-
profit organizations [Chodakowska at al. 2010; Nka£2010]. DEA has also gain
the popularity in environmental performance measergs [Callens at al. 1999;
Meng at al. 2013; Zhou at al. 2008; Zhou at al.7200

To measure the EPI by DEA often are used the conmiepnvironmental
DEA technology described inter alia in [Meng at 2013]. In the technology all
outputs are classified into desirable (e.g. GDR) amdesirable outputs (e.g. @0
It is assumed that outputs are weakly disposablechwhmplies that the
proportional reduction in desirable and undesirahlpouts is possible, whereas it
may not be feasible to reduce undesirable outmlidys Desirable and undesirable
outputs are null-joint. In other words, the assuam® mean that undesirable
outputs must be produced in order to produce dasigutputs and the only way to
remove all the undesirable outputs is to ceasetbauction process [Meng at al.
2013]. The DEA Radial Environmental Index modelsr fmeasuring the
environmental performance of (DMJcan be written as [Meng at al. 2013]:

REI=(X,,Y,,Q,)=ming (1)

A S X M=1.M

> AV Yo N=L..N
A=20 i=1..,1

where:
Xi= (Xi1, X2, X3, ..., ¥u) — input vector,
Yi= (Vi1, Vio, i3, ..., W) — desirable output vector,
Qi = (Gi1, G2, Ga, ---, @) — undesirable output vector,
Ai — intensity levels at which the production actistire conducted by the DMUSs,
| = number of DMUs.
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If specific DMU has a larger REI, it has better eawmental performance
[Zhou at al. 2008].

The EPI created by researchers from Yale Universibd Columbia
University contains only desirable outputs. Despitesometimes confusing names
such as child mortality, higher index value indgsata better situation in the
country in terms of the environment. Undesirablgots are included indirectly in
some indices. It means that to apply environmedEgA technology it is necessary
to use raw data. Taking into account the proxinityarget methodology used for
the construction of these indicators it would b#fiailt to compare the results of
DEA and the EPI, because in fact they would udemint data.

In the article DEA was applied to choose the weigiftthe indicators used
in the construction of the EPI so as to maximizeghsition of each country in the
ranking of environmental performance. By confrogtipurely mathematical
approach with substantive approach involving exg#re sensitivity of the EPI to
the assumptions was tested.

For this purpose the following primal mulitplier R DEA model was used
[Ramanathan 2003]:

N
maXanlunoyno (2)

N
zn:lumoymo =1

N N .
anluniyni _Zn:]_umixmi <0, 1=1...1
U,.Uy >0, n=1...,N, m=1....M
In this linear programming problem the weightg (v, ) are chosen to maximize

the weighted sum of outputs to the condition thatgum of the weighted inputs is
equal to 1, and that the efficiencies of other DMtalculated using the same set
of weights) is restricted to values between 0 and 1

mi’

EPI FOR EUROPEAN COUNTRIES — A CASE STUDY

Units, Variablesand Weights

The EPI in 2014 was calculated for 178 countri@sp#dithem are located in
Europe. Assuming a constant, identical level oLiisgfor each European country,
weights for outputs were adjusted to maximize thgeasment of environmental
performance. Selected weights for other DMUs — geiam countries — (calculated
using the same set of weights) do not exceed tigeer@ and 1.

Without going into the construction of aggregatewi¢ators, at the
beginning weights were chosen for two variablesziBnmental Health (EH) and
Ecosystem Vitality (EV). In the 2014 EPI they hdiwed weights: 40% and 60%.
Weights for 42 European countries adjusted usincA DBEethodology have 2
patterns. European countries and theirs weightprasented in Table 2.
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Table 2. Weights Calculated Using DEA Methodology

Country

Environmental
Health (EH)

Ecosystem
Vitality (EV)

Albania Belgium, Bosnia and Herzegovina, Bulgaria,
Croatia, Cyprus, Finland, France, Iceland, Ireland,
Kazakhstan, Macedonia, Malta, Montenegro, Norway,
Portugal, Russia, Turkey, Ukraine, United Kingdom

0,0100563 0,000000{

Austria, Belarus, Czech Republic, Denmark, Estonia,
Germany, Greece, Hungary, Italy, Latvia, Lithuania,
Luxembourg, Moldova, Netherlands, Poland, Romahia,
Serbia, Slovakia, Slovenia, Spain, Sweden, Swiner

0,0082263 0,002853

[92)

Source: own calculations

The EPI for the first group of states should basly on the variable EH,
while for the second group of states should take account 0,008 EH and 0,003
EV. This is due to the fact that the aggregated Etticas are higher for all
countries. It is worth noting that the weights deti@ed by DEA method does not
add up to 1 and are chosen to maximize the weighted of outputs to the
condition the efficiencies of other DMUs calculateging the same set of weights
is between 0 and 1. In Figure 1 is shown the EHEMdvith the frontier imposed
by the best DMUs.

Figure 1. Environmental Health and Ecosystem \titali
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Weights for variables exploited in prior level afgregation of the EPI were
also determined. Due to the lack of data there weesl eight out of nine variables
that make up the index EH and EV with the followwegights: Health Impacts
(HI) — 33%, Air Quality (AQ)- 33%, Water and Sanitation (W&S)33%, and
Water Resources (WR) 25%, Agriculture (A)- 5%, Forests (F 10% |,
Biodiversity and Habitat (B&H)- 25%, Climate and Energy (C&E)25%. In this
case, each country received its own unique seedjs highlighting its strengths.
The only exceptions are Greece and ltaly (Table 3).

Table 3. Weights Calculated Using DEA Methodology

Unit name EH - EH - EH - EV - EV - EV - EV- EV -
HI AQ W&S WR A F B&H C&E
Albania 0,0000[.0,00001 0,00001 0,00001 0,00001 0,00001 0,00001 0,01167
Austria 0,000000,00001 0,00976 0,00001 0,00028 0,00001 0,00001 0,00003
Belarus 0,000010,00001 0,00001 0,0035% 0,00943 0,00060 0,00001 0,00001
Belgium 0,0000[.0,00001 0,00978 0,00001 0,00024 0,00001 0,00001 0,00003
Bosnia and Herz.0,00021 0,00001 0,00001 0,00001 0,00001 0,00974 0,0000% 0,00001
Bulgaria 0,0000(L0,00001 0,0064% 0,00001 0,00001 0,00293 0,00201 0,00001
Croatia 0,009330,00001 0,00001 0,00001 0,00017 0,00046 0,00032 0,00001
Cyprus 0,009930,00001 0,00002 0,00001 0,00002 0,00001 0,00001 0,00001
Czech Republic| 0,00319®,00001 0,00001 0,00001 0,00161 0,00001 0,00472 0,00167
Denmark 0,001280,00001 0,00001 0,0027(¢ 0,00839 0,00001 0,00001 0,00094
Estonia 0,000010,0000% 0,00001 0,00001 0,00001 0,00001 0,00992 0,00001
Finland 0,0000(L0,00001 0,0074( 0,00013 0,00334 0,00001 0,00001 0,00037%
France 0,000Q10,00001 0,00994 0,00001 0,00002 0,00001 0,00001 0,00001
Germany 0,000010,00001 0,00001 0,00583 0,00066 0,00001 0,00398 0,00001
Greece 0,009940,00001 0,00001 0,00001 0,00002 0,00001 0,00001 0,00001
Hungary 0,000010,00001 0,0000% 0,00001 0,00001 0,00991 0,00002 0,00001
Iceland 0,0000110,00383 0,00001 0,00001 0,00001 0,0003% 0,00230 0,00584
Ireland 0,0000(.0,00001 0,00001 0,00001 0,00001 0,0099% 0,00001 0,00001
Italy 0,00994 0,00001 0,00001 0,00001 0,00002 0,00001 0,00001 0,00001
Kazakhstan 0,0000D,01012 0,00001 0,00001 0,00001 0,00001 0,00001 0,00001
Latvia 0,00001 0,0093% 0,00001 0,00001 0,0006% 0,00001 0,00053 0,00001
Lithuania 0,005340,00167 0,00001 0,00001 0,00329 0,00001 0,00117 0,00001
Luxembourg 0,000Q10,00032 0,00001 0,0058( 0,00062 0,00001 0,00379 0,00001
Macedonia 0,0033%,00001 0,00001 0,00001 0,00429% 0,00001 0,00001 0,0047¢
Malta 0,00001 0,00238 0,00706 0,00001 0,00001 0,00124 0,00001 0,00001
Moldova 0,0000(.0,00001 0,00001 0,00001 0,00002 0,00994 0,00001 0,00001
Montenegro 0,000110,00001 0,00001 0,00001 0,00007 0,00981 0,00001 0,00001
Netherlands 0,0000D,00001 0,00001 0,01007 0,00001 0,00001 0,00001 0,00001
Norway 0,0000[.0,00003 0,00992 0,00001 0,00001 0,00001 0,00001 0,00007
Poland 0,006970,00001 0,00001 0,00003 0,00063 0,00159% 0,00187 0,00001
Portugal 0,000010,00131 0,00016 0,00001 0,00001 0,00001 0,00143 0,00944
Romania 0,005860,00001 0,00001 0,00001 0,00269 0,00034 0,00051 0,00251
Russia 0,000010,01011 0,00001 0,00001 0,00001 0,00001 0,00002 0,00001
Serbia 0,000010,00001 0,00001 0,00001 0,00001 0,0099% 0,00001 0,00001
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Unit name EH - EH - EH - EV - EV - EV - EV- EV -

HI AQ W&S WR A F B&H C&E
Slovakia 0,000010,00001 0,00417 0,00001 0,0031% 0,00001 0,00140 0,00364
Slovenia 0,0001{30,00001 0,00001 0,00001 0,00006 0,0000% 0,00978% 0,00001
Spain 0,000010,00001 0,00001 0,00804 0,00170 0,00001 0,00001 0,0017(
Sweden 0,000010,00001 0,00679 0,00001 0,00374 0,00001 0,00001 0,00094
Switzerland 0,000010,00001 0,00001 0,00968 0,00001 0,00001 0,00001 0,00073
Turkey 0,00000.0,01010 0,00001 0,00001 0,00003 0,00001 0,00002 0,00001
Ukraine 0,0000(L0,00589% 0,00001 0,00001 0,00621 0,0000% 0,00001 0,00001
United Kingdom| 0,000010,00001 0,00001 0,0097% 0,00001 0,00094 0,00001 0,00001

Source: own calculations

Due to the design of the EPI with multiple weightedlexes, DEA for
choosing the weights can be used at any stagee Hnerplenty of combinations of
weights obtained by solving the linear program saakd weights determined by
experts. Moreover, DEA can be used to raw, untoansfd data. It is worth
mentioning that DEA models can also take into antaalditional constraints and
experts’ knowledge of weight.

Rankings of Environmental Performance

The rankings of countries according to the exp&tl and the onebtained
using DEA were compared. Countries’ environmentaifggmance indices and
rankings are presented in Table 4.

Table 4. EPI and DEA results

Unit name EPI EPI EEerpe D.E.A 1 | DEA1 D_E_A2 DEA 2
Score | Rank Rank Efficiency| Rank |Efficiency| Rank
Albania 54,73 67 35| 73,049 40 100,00% 1
Austria 78,32 8 6| 95,53% 16  99,96% 24
Belarus 67,69 32 25 83,42% 28 99,200 B4
Belgium 66,61 36 27| 90,339 28 99,91% 28
Bosnia and Herz. 45,79 107 42 78,01% 34 99,85% 30
Bulgaria 64,01 41 30, 87,06% 25 100,00p0 1
Croatia 62,23 45 31 83,86% 27 95,846 38
Cyprus 66,23 38 28  95,77% 15 99,90% P9
Czech Republic| 81,47 5 3 96,06%6 14 100,00% 1
Denmark 76,92 13 11 98,31% 9 100,00% 1
Estonia 74,66 20 17 91,87% 21 100,00% 1
Finland 75,72 18 15/ 100,00% 1 100,00p0 1
France 71,05 27 2] 97,02% 11 100,00% 1
Germany 80,47 6 4  96,98% 1P 100,000 1
Greece 73,28 23 2( 92,53% 20 99,93% 26
Hungary 70,28 28 22|  89,69% 24 100,002 1
Iceland 76,5 14 12|  99,33% 6 100,00% 1
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Unit name EPI EPI EErZIpe D.E.A 1 | DEA1 D_E_A2 DEA 2
Score | Rank Rank Efficiency| Rank |Efficiency| Rank
Ireland 74,67 19 16| 96,81% 13 100,00p6 1
Italy 74,36 22 19| 86,88% 26 99,95% 25
Kazakhstan 51,07 84 38 75,82% 37  97,35% 36
Latvia 64,05 40 29| 81,389 30  99,59% 33
Lithuania 61,26 49 32| 75,85% 36 96,55% 37
Luxembourg 83,29 2 2 97,96% 10 100,0006 1
Macedonia 50,41 89 4Q 78,70% 33 100,00% 1
Malta 67,42 34 26| 95,239 17 99,92% 27
Moldova 53,36 74 37, 67,679 41  99,85% 30
Montenegro 55,52 62 33 78,75% 32 100,00% 1
Netherlands 77,75 11 9 95,07% 18 100,00% 1
Norway 78,04 10 8| 100,009 1 100,00% 1
Poland 69,53 30 23 81,29% 31  99,85% 30
Portugal 75,8 17 14, 98,79% 8 100,00p6 1
Romania 50,52 86 39 63,14% 42 90,12% 40
Russia 53,45 73 36 74,64% 38 95,78% 39
Serbia 69,13 31 24 81,39% 29 100,00% 1
Slovakia 74,45 21 18  90,99% 2P 99,19 35
Slovenia 76,43 15 13 94,13% 19 100,0006 1
Spain 79,79 7 5 99,699 5 100,00% 1
Sweden 78,09 9 7 99,77% A 100,00% 1
Switzerland 87,67 1 1 100,00% 1 100,00% 1
Turkey 54,91 66 34| 74,279 39  85,43% 42
Ukraine 49,01 95 41 78,15% 34  88,85% 41
United Kingdom| 77,35 12 10| 99,17% 7 100,00% 1

Source: 2014 Environmental Performance Index and @alculations

In Table 4 are shown the EPI values (EPI scored)paces in a ranking
based on the EPI of all 178 classified countrieBI(BRank) and of 42 European
countries (EPI Europe Rank). There are also predetite indicators calculated
using DEA for determining the weights to the valéghof the last phase of the EPI
procedure (DEA 1) and for the weights to the intlic of the previous step
(DEA 2).

The inclusion of DEA in the final stage of the EPldetermine the weights
of EH and EV slightly changed the countries’ posisi. The three countries occupy
the first place: Finland, Switzerland and Norwawit3erland is classified in the
first place regardless the way of choosing the ttsigNorway to the first position
among European countries moved from 8th placeafthfrom the 15th. General,
use of DEA turned out to be a favourable altermatov21 countries. In particular,
for countries with large, more than 30, discrepariogtween the values
of EH and EV.



304 Ewa Chodakowska

However, the use of the linear programming modél f(@ 8 variables
forming EH and EV radically changed the countriegahking. As could be
expected, DEA taking into account the strengthsaah country, is able to find for
each at least one distinguishing element. And is thay 31 of 42 countries
received 100% environmental performance score aodpy the 1st place.

Unfortunately Poland does not belong to this grdapthe case of Poland,
experts’ recommendations for weights are optimhe Weights for Poland, chosen
S0 as to maximize its index under assumption ttsracountries’ efficiencies do
not exceed 1 at Polish set of weights, do not im@rEoland position in the
rankings.

The results of the compatibility between rankingsdd on the Pearson and
Spearman correlation coefficient is given in Tahle

Table 5. Correlation Coefficient

EPI EPI EErlca)lpe DEA 1| DEA1 DEA2 DEA 2
Score | Rank Effic. Rank | Effic. Rank
Rank
EPI Score -0,986| -0,972| 0,883 -0,866| 0,520, -0,587
EPI Rank -1,00 0,944| -0,863| 0,834| -0,525| 0,565
EPI Europe Rank| -1,000 1,000 -0,865| 0,868| -0,472| 0,621 )
DEA 1 Efficiency 0,871 -0,871| -0,871 -0,964| 0,541| -0,621|®
DEA 1 Rank -0,870 0,870/ 0,870 -1,000 -0,490| 0,643 §
DEAZ2 Efficiency 0,593 -0,593| -0,593| 0,606, -0,606 -0,593
DEA 2 Rank -0,642 0,642 0,642 -0,664| 0,664/ -0,988
Spearman

Source: own calculations

Strong relationship was noted between the restIBEA 1 (efficiency and
rank) and the ranking of the EPI (score, rank). e®thorrelations, although
statistically significant with p <0,05, are weak.

SUMMARY

There is wide range of environmental performanckcators, from simple
indexes to more sophisticated ones, in which tieeeepossibility to take arbitrary
viewpoints [Tyteca 1996]. The aggregated measurgsned environmental
performance, which is often in the form of an eammental performance index,
can provide condensed information for analysts dexsion makers dealing with
energy and environmental related issues [Zhou.&04l7]. Whatever weightings
and aggregation methodologies are eventually choteere will always be
individuals who disagree with the final decisiors[Hat al. 2013]. DEA has gained
great popularity because it provides syntheticaattir that take into account the
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strengths of each analysed entity and do not redé specification of any a priori
weight on the variables.

In this article DEA was used to adjust weightsvariables that construct the
2014 EPI created by scientists of the Yale Uniwgrand Columbia University.
Depending on which steps of constructing the EPADES incorporated, weights
estimating via solving linear programing tasks mlevbetter assessments in case
of 21 or 31 countries. Other countries should nathely on the experts’
recommendation.

The article can be regarded as part in the disoussbout the choice of
weights to achieve a predefined order of a rankigA applied to two variables
and 42 objects improves assessments for 50% ofirthe. If more variables are
considered, the easier is to find the strengtteslafger number of units.

It is worth noting that there are also the posybibf including the DEA
method for choosing the weights at other stagekeoEPI. In particular, it may be
interesting to implement DEA to the raw data orledst not converted into
indicators using a proximity-to-target methodology.
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Abstract: The paper presents the use of artificial neuedlvorks as a tool

expert, which supports decision-making for the terar period investing on

the stock exchange. The authors also proposed af s features of the

economy and the stock market, which has a universatacter so that the
approach presented in the publication of this camfition data can be useful
for any chosen market. Tests were carried out erbésis of actual data from
WSE (GPW in Warsaw) and the Polish economy.

Keywords: artificial intelligence, stock exchange, featuiesgstment

INTRODUCTION

The period of globalization with the gradual remoeBbarriers to the cash
flows should contribute generally to the increasetlie volume of financial
transactions in the world. The practice has beceonentil 2007, since the collapse
of Lehman Brothers started a new period for thetaamarkets in which we can
distinguish two trends. Firstly, the value of fic#l transactions in the world is
about 30% lower than in the strong developmenhefdapital markets, it is in the
years between 2006-2007 [Report Life after Lehm@h32 p.6]. Secondly, it has
negatively impacted on the equity markets of coestbelonging to the "emerging
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markets". One such a country is Pofan@ractice shows that due to the
globalization, the analysis should take into actaust only indigenous capital

markets but also foreign markets, due to theirdgpendencies [Murphy 2004, p.
236]. Therefore, financial institutions desiring it@ise cash customers for their
efficient investment in shares, must effectivelypabe a stock exchange with an
international portfolio diversification.

In this light, the problems which are still undesalission is the method of
selecting the securities exchanges and the duratfothe investment on the
selected exchange. Due to the current state ok stechanges of the countries
belonging to the emerging markets, it is the sec@ozls of the presented
problems. Artificial neural networks can be usedaasool for supporting the
decision on stock market investments for a speqféciod of consideration.
Therefore, the further part of the publication éxdltated to discuss it. The purpose
of this article is to propose a support tool to teeision to invest in the selected
stock exchange on the emerging markets on the dgavhthe Stock Exchange in
Warsaw. Artificial neural networks are many timed in economic research, but
for a specific purpose, which is a choosing thet loegestment period in shares
listed on the stock market, applying this tool hasbeen met by the authors yet.

It should be added that in the article we usedtaokempirical data and
artificial neural networks as a modeling tool. Exipeents were performed using
quarterly data because too short investment pevitd a given currency may be
too less effective due to transaction costs.

GENERAL PRESENTATION OF THE STOCK EXCHANGE
IN WARSAW (ON 06.30.2014)

Warsaw Stock Exchange in SA (abbreviated WSE) relatively young
creation, because it was founded on 12 April 1981 feom 16 April 1991 it began
to take its trading sessions. It should also ballet that the first session of the
shares recorded only five companies [gpw.pl]. Thainmtask is to organize
characterized exchange trading in financial inseots in order to ensure that the
concentration in one place and time, offers buyansl sellers an adequate
determination of the course and fulfillment. CuthgnPolish stock market faces
the challenge as the value of transactions madeam its capitalization classify it
as a small one, especially compared with the séoahanges of countries with
mature economies [Halicki 2013, pp.164-165]. Datwracterizing the WSE,
which are relevant from the perspective of the ymislare presented in the Table 1.

! Despite strong economic growth, Poland is stitcpaved as a country of emerging
market. This is confirmed by the fact that renowMSCI Emerging Markets Index
includes more than 800 shares from 23 countrigkistype, including the shares of the
Poland.
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Table 1. The basic data relating to the WarsawkSfohange (end of June 2014)

Features of WSE Values of Features of WSE
Market capitalization EUR 148,283.44 min
Number of listed companies 897
Number of listed bonds 481
Number of listed ETFs 3

Value of Equity Trading of the stocks in

period between January - June 2014 EUR 25,743.8 min

Source: own studies based on FESE - Federationrojpgan Securities Exchanges,
(http://lwww.fese.eu/en/)

ARTIFICIAL NEURAL NETWORKS IN THE CONTEXT
OF DETERMINING THE DECISION TO INVEST IN THE SELE@ED
STOCK EXCHANGE (AN EXAMPLE OF WSE)

Artificial neural networks can be considered as@ to assist decision-term
investments on the selected stock exchange arairthef this article is to propose
a tool for determining the investment decisions thue quarterly period on the
example of the Stock Exchange in Warsaw from thepaetive of maximizing the
return on investment in shares. The neural netigofirmed by a large number of
elements [Tadeusiewicz 1993, p.13], called neurons,order to process
information, which can also be described as a piedgment [Arbib 2003, p. 7].
Neurons are connected together in a network witbciip weights that are
modified in the course of the learning processal be divided into 3 types. The
first one is defined as a "supervised" learninghwat teacher [Ghosh-Dastidar,
Adeli 2009, pp.1419-1431]. This method is availalddle a pair consisting
of a learning input vector and the desired respwestor. It is assumed then that
we know in advance how the network will behave amdknown for correct
answers to some vectors of the input space. Thendegas called learning without
the supervision [Acciani and other 2003, pp. 428}48nsupervised learning), that
is, without a teacher, for which there is no infatan available (either from the
teacher or critic) describing the correctness afwaats provided by the network.
The network still has inputs and outputs, but thiereno feedback from the
environment. Learning with a critic or reinforcerh@doel, Pandian 2014, pp. 444-
451] (reinforcement learning) is the third kinddasoes not assume the existence
of a teacher, and the only critic who does not gispecific answer, but evaluates
its correctness.

The use of artificial neural networks in the comt@f determining the
decision to invest in a given period on the selksteck exchange can be seen as a
method based on computer pattern recognition @akattern recognition) based
on neural networks. In the case of the analysisogeto invest on the stock
exchange, the objects are those periods. Thisi@olatso requires the assignment
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of objects to specific characteristics. Ultimatetuyring the learning process,

artificial neural networks should recognize thdatiént situations of economic and

stock market, which will provide the basis for aciden to assign them to the
appropriate class. However, the application ofgh@posed scheme of conduct, it
is necessary to determine the specific charadtristf these periods. The basic
difficulty in the application of this tool lies ithe fact that it is not easy to

determine the team universal features that aressengal factor in the process of
its use. This is evidenced by the fact that inlileeature on portfolio management
there can not be found a universal set of propertheat is possible to be used by
each managing portfolios, giving under analysishbleling period for the selected
stock exchange in the world. With this in mind, dindgting the considerations to

shares, it is worth suggesting the 12 universatstrfor the described periods

(along with the features of countries where thera stock exchange), which can

be a learning data for artificial neural networksset of these data should allow to

generate a 3-class decision. The first would ireltlte period during which you
should not invest in stocks (based on suggestigrthd expert, the pattern in this

case is "-1"), and the second - in which you shaniest (the pattern is "1").

While the third would include a decision on theipérn which you can continue

to invest, but rather not to increase the portf@li@ pattern is "0"). This division is

made on the basis of the suggestions of an exjped.easy to show that the
division of classes is due to the separate periaderder to evaluate their
attractiveness from the perspective of obtaininggigh return on investment in
equities. At the same time we should take into aetthe fact that the placement
of cash for short periods of time in the shareshaf exchange could become
unprofitable because of transaction costs and iquidity of certain shares. The
article shows only the best quarter of investingsiock market, except for the
aspect of the choice of financial instrument, tfaeethe research does not concern
individual shares. Key assumptions concerning th@ipirical study are as follows:

* A single period of the investment on the Warsawcistexchange is 3 months
and tested quarterly periods from 02 Jan. 200DtduBe 2014 (the number was
54). It was assumed, therefore, that the attrawtise of the period is examined
from the perspective of 3 months. On the basishef ¢characteristics of the
individual periods, their attractiveness was ratedhe form of expert's
suggestions) and there was assigned the valueeaftéimdard, amounting to "-
1", "0" and "1". This will allow the study of ariifial neural networks to
evaluate future 3-month periods based on the eagechlue characteristics.
This means that after 3 months, you can decideomtirue investing or
enlarging the portfolio or sell stocks.

* The research process used "supervised" learningewdfeer learning network
based on actual data, an experiment was conduate2Dfhypothetical periods
predictable and the possible values of the featimgshat may be ambiguously
evaluated by an expert.
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Experiments were performed using a variety of neétwoonfigurations,

wherein: the number of entries was always 12 ameubliple of the learning

experience was constantly changed, the numberwbns in the hidden layer
was between 4 and 20. Finally a network architecaamprised of the hidden
layer, which consisted of the 6 neurons and th@uiutyer (thus it was two
layer feed forward neural network), wherein thesfar function in the hidden
layer was sigmoid function (TANSIG), and in the muttlayer — linear function

(PURELINE), multiple lea

rning was 50.

The network was trained by Back Propagation Methactording to the

algorithm of L-M (Levenberg-Marquardt), and the bad learning was to
obtain the smallest value of the sum of squarethefdifference between the
output of the network and the value of the pattemmstructed by an expert.
The precise nature of the proposed universal sE? d&tatures is presented in
tabular form (the 6 traits relates to the stockhexges, and the state, and other 6
features is the change in the value of the forméemhould be noted that as the
value of a change becomes greater, it becomesetiter b except for a change in
the risk index because its growth is evaluated thegjg.

Table 2. Set of features quarters of investing lBB\(related to the stock segment)

Name of the features

Theindicator used to
calculate the value of
feature

Essenceinrelation to the
returnson investment in shares

Polish economic growth (in
relation quarter to quarter) and

its change in % compared to th

previous quarter.

eGrovvth of GDP

Real processes in the econor
interact (sometimes with
delay) with stock’s price

The quarterly growth rate of th
main index WIG 20 and the
change in % compared to the
previous quarter.

e

WIG20 index

The index will enable a
synthetic presentation of the
situation on the stock market

Risk WIG20 quarterly and its
change in % compared to the
previous quarter.

The standard
deviation of the rate
of return index based
on the last five
quarterly periods.

The higher is the standard
deviation, the greater is the
risk.

The growth rate of the stock
exchange capitalization in% -
relation of quarter from the
previous quarter and the chan
in% compared to the previous
quarter .

The total value of
stock market
capitalization of all
jeompanies is the
capitalization of the
stock exchange.

The growth rate of market
capitalization reflects directly
the increase in prices of all
shares listed on the stock
exchange.

The rate of increase in the valy
of trading in shares-quarter
relation to the same quarter of

IeTurnover in terms of
value is calculated as
the product of the

the previous year (a database

course and the

When the marketing of the
instrument is higher than the
other, we can say that the

liquidity of the instrument is
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Name of the features

Theindicator used to
calculate the value of
feature

Essenceinrelation to the
returnson investment in shares

with only the cumulative value
and its change in% compared
the previous quarter.

number of sold and
tgpurchased
instruments (counted
twice).

higher. As the trade in shares
grows, we can expect a
growing interest in the stock
market, which affects the
share’s price.

The increase in the number of

listed companies and its change

compared to the previous
quarter.

The increase in the
number of new
companies listed on
the Stock Exchange

during the quarter.

A growing number of
companies shows a positive
trend in the stock market
because it reflects the
expectations of issuers.

Source: own study

The presented set of features aimed to reflectrgénehe situation on the

stock market in the period of 3 months. All thattees were calculated on the

basis of reputable databases OBCEESE and Stoof] The expert’'s suggestion
became a standard, which was used for artificiatalenetworks to learn. Almost
all the features are expressed in "%", only theé 2asake the values of natural

numbers, positive or negative. Sample time alortp trie actual data is presented

in Table 3.

Table 3. Examples of the actual data values déafures in a second quarter of 2014.
(that is on 06.30.2014)

Change
Name of the features Valueof the of feature
feature
value
Polish economic growth 1.06% 0.0%
The rate of return of the main index WIG 20 -2.18% -4.74%
The risk of WIG20 4.48% -1.46%
The growth rate of market capitalization 5 9R0 1 900
of the Stock Exchange 2.26% 4.29%
The rate of increase in the value of trading -3.99% 11.30%
in shares
The increase in the number of listed 5 8
companies
Expert suggestion Z (pattern value -1

Source: own study

2 OECD (http://stats.oecd.org/index.aspx?queryid¥3B6cessed 29 August 2014]
3 FESE, (http://www.fese.eu/en/)[Accessed 29 Augidi4]
4 Stoogq, (http://stoog.pl/)[Accessed 29 August 2014]
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USING ARTIFICIAL NEURAL NETWORKS TO DETERMINE
THE QUARTERLY INVESTMENT DECISION ON THE SELECTED
STOCK EXCHANGE (THE EXAMPLE OF WSE)

Implementation of empirical research required torycaut a multi-stage
cycle simulation running in the MATLAB software eronment. On the basis, the
network has been taught using actual data. Thenaisnto obtain simulation results
consistent with the suggestions of an expert talle to undertake investment
decisions in the future. It should be noted thathe study, there were tested
variants of a neural network architecture with leiddayer neurons and receptors,
where the input amount was always 12, and one neimrdhe output layer. In
addition, the number of epochs was set in the rg5§e2000). The network
generated results in the form of numbers from abbub 1. As it is known, the
initialization of the neural network implemented hyrandom selection of the
initial weights and biases generated differentistgupoints in the learning process,
hence each learning process was associated withideotical end results.
However, in the initial learning phase, the neuratwork did not establish the
weights properly because its answers were diffdrent the expert’s indications.
Therefore, there was proposed an innovative appradcmultiple learning of
artificial neural network in the way that the resof each learning (that is, the
distribution of weights and biases - input thredhaVas the beginning of the next
learning. The number of these repetitions (itere)overe matched experimentally
and the smallest number was 50, after which thilalision of weights and biases
provide the correct response network. Most intergstlements of the experiments
in the learning process are presented in the fdrabde (table number 4).

To improve the quality of the results, the outcoaiethe experiments is
presented in a quantitative form. The values aleutated based on the arithmetic
mean of the three results for the learning netwbrklable 4, the “C” is the sum
of the squares of the difference between the owspain artificial neural network
and the value of the pattern (the recommendatioanoéxpert). The lower is the
value of “C”, the result generated by the netwarknproved, and the ratio “D” is
the number of indications (data network) which eliffrom the experts’ not less
than 0.99. The lower is the ratio “D”, the bettethe result of the network and ,n”
is the number of the examined period.

In addition, in experiments there were also usedlifivations of startup
data, using multipliers for some input. There wssca
a — multiplier, which is multiplied by the value wio features (each of the studied
period) that is growth and change in the valuéefgrowth.

b — multiplier, which is multiplied by the value tfio features (each of the studied
period) that is the increase in the number ofdistempanies and the change in the
value of the growth.
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Table 4. Selected information about the experimehtke learning process.

Description of The ave-
No. the experiment Type of data raged result Comment
Standard The real C=17.36 .
: — _ This approach does not

1 | leaming net- | (N=54) D=5 guarantee satisfactory results
works without | The hypo- C=11.59 enerated by the network
multipliers | thetical(n=20) | D=4.33 g y '
Multiple The real C=0.44 -
learning net- | (n=54) D=0 The indicated method proved

> to be moderately

2 | work without | The _ X .

. C=4.53 satisfactory, however, did
the use of hypothetical D=2 not yet expert network tool
multipliers (n=20) ]
Multiple The real C=0.00 This method proved to be the
| b (n=54) D=0 best. In relation to the actual
earning )

data, the network recognizep
network of .
3 multipliers for The C=3.16 perfectly expert suggestions,
arameter data hypothetical D—2'33 reaching 100% efficiency
pare "o 1 (n=20) e (Fig. 1). For the hypothetica
(a=10, b=3)
data results are also good.
Source: own study

In the summary of empirical study, a standard ndtweaining without
multipliers does not always result in satisfacteng results, but multiple network
learning multipliers proved to be the best metheti¢h is presented in Figure 1,
in which the OX axis is the number of the examipediod, while the axis OY -
Values the network results in a marked "O" andgihggestions of the expert - in
the form of "X").
Figure 1. Answer of network with data multiplieaded on the real values

1.5

Real cases of stock exchange and economy
T T

ANN results: 1-invest, O-wait, -1-sale

x - ANN results
O - recommended solution

Number of periods

Source: own study on the basis of the result of MAB

60
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Figure 1 presents the results of simulation OptBin Table 2, which
visually can be considered satisfactory (in allesae position of the "O" and "X"
is almost identical).

CONCLUSIONS

The aim of the publication is to present the regeaf artificial neural
networks as an expert tool, supporting the decigoimvest cash in the shares of
the selected stock exchange on the basis of thelkdge obtained from the
history of the quarterly observation periods. Ttvadhe research problem, which
is to determine the investment decision, it wast foffered a universal set of 12
features of the economy and the stock exchangeshoch the artificial neural
network (implemented in MATLAB) could be subjectiedthe learning process. In
the process of learning, the artificial neural ratwvas configured in a variety of
ways.The best results were obtained for the twerléged forward neural network
when:

« the network consists of one hidden layer composiig neurons, and the
output layer, where the transfer function in thddein layer was "TANSIG",
and in the output layer - "PURELINE",

» the network was trained by Back Propagation methaxtording to the
algorithm of L-M (Levenberg-Marquardt).

Such realized net, unfortunately not always geesraesults similar to
expert’'s forecasts. Therefore, further modificasiovere proposed in both data and
learning process, and in particular the use of:

» multipliers that increase the value of the firstril last 2 features (in the case of
WSE there were used numbers 10 and 3),

< multiple learning neural network (it equaled 50).

It should be emphasized that the effective maneembancing the quality of
the results was the introduction of multipliers ‘aid "b" and the use of multiple
learning. Finally, there were obtained satisfactmegearch results, whose main
characteristic was that the artificial neural netwobtains results consistent with
expert’s suggestions based on real data. On tlsis,bais reasonable to conclude
that the artificial neural network can be regardsdan expert system, supporting
decisions for the quarterly investing period on skeck exchange. Furthermore, it
appears that the proposed set of 12 features lehsasuniversal character that the
presented way to configure the network with thisaedata can be useful in any
chosen market. Therefore, the presented approaittisimrticle and supplemented
in other prognostic tools for the value of featuregiture 3 month periods can be a
comprehensive expert system for portfolio managérmetess of shares listed on
various stock exchanges.
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Abstract: The paper presents the DEA+ method as a tool timating the
production function and the measure of technictitiehcy in data points. A
multi-product case is considered. Presentation b& tunderlying
semiparametric frontier model is followed by denteaison of the very
algorithm of DEA+ and a discussion of its validifyinally, the method is
illustrated with an empirical example with selectaddel distributions for
each random variable constituting the composed.erro

Keywords. DEA+, semiparametric frontier model, productioanétion,
technical efficiency

INTRODUCTION

DEA+ is a two-stage procedure of point estimatidntlee production
function (transformation) and the measure of tecdingfficiency of a production
unit within the semiparametric frontier model. lasvfirst presented by Gstach
[Gstach 1998, 1999] but did not gain popularitywdeer, chronologically, it is the
first method in which DEA Data Envelopment Analysis) is connected with the
composed error term. Construction of the modelthrdmethod is based on SFA
(Stochastic Frontier Analysis) — see, e.g., [Kumbhakar, Lovell 2000]. It is thus a
way of linking DEA with the methods of productiomopess analysis based on
parametric models. Additionally, it can be consédkra predecessor of now
commonly used StoNEDS(ochastic Non-smooth Envelopment of Data) — see
[Kuosmanen, Kortelainen 2012] or a paper in Pdihdki 2012].

! The study conducted with financial support frore feaculty of Management, Cracow
University of Economics.
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The paper presents a multiproduct version of thinoakebriefly described in
the source paper [Gstach 1999]. Originality of thégper can be seen in, firstly,
organizing and describing the assumptions of aesponding semiparametric
model, which make the considerations that folloeackr. Certain assumptions are
not explicitly mentioned by Gstach, but their imtogtion results from the context
and sparse hints, while others are slightly charngembmparison to their original
form. Secondly, critical comments included in thpgper can provide an
explanation to the reasons behind the lack of pojiyl of this method. The
empirical example in which the method is used # alriginal, as it assumes a
different distribution of one of the componentscomposed error term than in the
source paper.

STATISTICAL MODEL WITH A DISCUSSION OF ASSUMPTIONS

Let us begin with defining the semiparametric madehtioned above with
a set of assumptions. The idea was, to a greattekterrowed from the theory of
parametric frontier models, introduced in the [B8¥0s — see [Aigner et al. 1977]
and [Meeusen, Van den Broeck 1977].

Assumption 1. Economic units producgsorts of outputs out oh sorts of inputs
and use the same technology, represented by Tompact and convex production
possibility set, satisfying the inefficiency condit.
Assumption 2. The quantity of inputs and outputs is given foproduction units
by sampleXn= ((x;, y;) O T, j =1, ...,n). Vectorx; is characterized by the density
function h;:

Ox O (0, x): hxj(x) > 0, Q)
where
Xj = [Xa, ..., Xm] — the vector of the quantity of inputs &fgroduction unit,
Yi = [yi, ..., Ys] — the vector of the quantity of outputs df groduction unit.
The vector notation of belongingness of vectorin formula (1) should be
understood "by coordinates”. Most probably, thenidg of distribution ofx;, j = 1,
..., nis assumed here as well. The support of all desdi the same, although the
density is indexed by j.

The description of generating vectgris performed separately. Using set T,
we first define the so calleBarrell output measure of technical efficiency for
feasible production plarx4, Yo):

Bp(Xo, Yo) = max{@ ] R: (Xo, Byo) I T}. (2)
What is important here is the fact that its vakigreater than or equal to unity and
equal to unity for objects technically efficiente@use the form of T is unknown,
we also do not know the value of the measure imtp@h, Yo). So, it will be
estimated in the model.

Next, we define the set:

F={(x,y) OT:60(x,y) = 1}, (3)
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calledthe production possibility frontier. The Farrell technical efficiency measure
here plays the role of a transformation functioftsrimplicit forn?. Introducing F,
leads to formulation of the next model assumption.

Assumption 3.

yi = @™ = yee™, for (x, yie) O F, (4)
where w=V; - | is so called the composed error term.

To obtain a full description of DGP fgy, it is necessary to provide a way in
which quantities on the right side of equation &4 generated. Let us start with
the assumption regarding compongnt v
Assumption 4a. Noise components,\j = 1, ...,n, have independent and identical
parametric distributions set by density functignwhich depends on parameters
(Bv, Vmay. Additionally:

E(v) =0 orazy(v) = 0, dla v > way (5)
Bounding the support of noise by parametgk was Gstach's idea. Its justification
will be provided in the next section. In his earlipaper [Gstach 1998], he
presented a slightly different version of this pdeste.
Assumption 4b. Noise components,j = 1, ...,n, have independent and identical
parametric distributions set by symmetric densitgction f, with the support (-
Vmax Vmay) dependent on parameteés ,(Vimay).

It should be noticed that a more general versiodaotan be derived from
Assumption 4b. This change was probably causeavbyr¢asons. Firstly, in order
to prove properties of estimators obtained by ugfiegDEA+ method, it is enough
to bound the noise up. Secondly, a lower boundablpmatic while introducing
the joint density function of the composed erranmtewhich is not mentioned by
the author. The details can be found in the papedki 2014]. The author of this
paper supports version 4b as the more practical ©here are numerous well-
known and widely-used distributions which satisfissAmption 4b, yet it is
difficult to construct a useful distribution satisfg more general Assumption 4a
and, at the same time, not satisfying AssumptionBHsides, bounding random
noise arbitrarily only up contradicts the idea a$tdrbances which are to be
modelled by this component. That is why in pradtaggplications it is not possible
to avoid introducing lower bound of the supportmdise and difficulties involved
in it.

Both source papers mentioned above offer the sasengption regarding
component u
Assumption 5. Components juconnected with modelling inefficiency have
independent and identical distributions set by herianction fy with support R
dependent on parametés

2 |t means that we have the equation linking inmrtd maximal outputs, but it is usually
not possible to use it for deriving an analytiaainfiula for the maximal quantity of outputs
depending on the quantity of inputs.
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Theoretically,By, By can be the vectors of parameters, most often, henvéhey
are just single parameters.

In the DEA+ method, the maximum likelihood methddLj is used for
estimating parameters, and to do so, the likeliloodtion for composed errors is
introduced. This poses a question regarding indigrese of these components as
well as independence of componentand y. In order to estimate the production
frontier, it is necessary to know whether facigr is not dependefton a

multiplicative version of the composed ermt’ — see factors in equation (4). The
source papers do not address this problem, andighaty it is necessary to
introduce an additional assumption.
Assumption 6. Components ;uV; are not dependent on each other nor on vector
YiF-

The last model assumption is connected with a vi@gperatingyj= values.
Assumption 7. yj= value is generated from conditional distributiofIX; set by
densitngF‘Xj with the support Int(Isogy)).

In the paper [Gstach 1999], the support of densitg calledthe interior of an
input-isoquant and was not precisely defined. Using the coniéxian be deduced
that it probably refers to the topological interabrset:
Isoqfx) = {yir: (X, yir) O F}, (6)
where the quantity of inputs is fixed.
However, the author of this paper has certain dowagarding correctness of this
definition. It is true that there might be numeraanbinations of outputs, for
which 6x(x;, yjr) = 1, yet this equation suggests that this setbeaa measure-zero
set in the space of outputs, so its topologica&riat might be an empty set as well.
We take the logarithms of both sides of equatioh {demise it for
components according to sorts of output , and epbtain:
Oj=1,....,n0r=1, ...,sw =In(ys) — In(yie). 7
Let us pay attention to the fact that the compa=eadr term is not dependent on
the sort of output. In [Gstach 1998, p. 163] itadled the equi-proportional impact
of error terms on particular outputs. So, it istackastic equivalent of radial
property of the Farrell technical efficiency measuwvhich means a proportional
change of all outputs, thus not dependent on thiefoutput.

DEA+ METHOD

Let us start with introducing certain auxiliaryrtes. The set:
F={(x,y)OT: (x,ye =) U F}. (8)

% In parametric models it is usually assumed thatmanents ¢l v; are not dependent ox,
which is caused by the analytical form of the piithn frontier dependent explicitly on
the elements of vectos,
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is called a production pseudo-frontier.
The error term:
VT/j = Vj = Vmax— Y = W, — Vmax=< O, 9

is called a pseudo-efficiency df pbject.
Let us notice that :

yi = yirle" =yl =g e, (10)
where &, ¥z ) O F.

The sign of pseudo-efficiency and the sequenceyjoélgies (10) follows directly
from Assumptions 3-5. This means that an observeohtity of outputsy; can be
looked at from two perspectives. In fact, we camsenbe optimal quantities of
outputs connected with the production frontier wtised by two types of shocks
(exogenous and inefficiency). On the other handait be assumed that it is the
optimal quantity of outputs connected with the mkefrontier, disturbed by a
shock called pseudo-efficiency. This second cone&pbe used during Stage | of
the DEA+ method.

As it directly follows from definition (8), the sha of a pseudo-frontier is

identical with the shape of a real frontier, onhifed by the quantity ofe .
Similarly, the same happens to the distributiodexfiationsvT/j ,j=1,...,n. From

Assumption 4 it follows that pseudo-efficienciesnfio i.i.d. sequence, and their
distribution is the distribution of the composedbeterm vy shifted downwards by
the quantity of Max

As far as the DEA+ procedure itself is concernedriml) Stage | we
calculate the estimate of the technical efficiemogasure for all objects in the
sample:

0,(x, yi) = max{80 R: (x;, ) O T}, (11)
where
T ={(x,y) O Ros™* W= O:Zl/lj = 1,x2_zl/1jx]- Yy < _Zl/ljyj }. (12)
1= = 1=

A deterministic version of the DEA is used to egtienthe value of the technical
efficiency measure, precisely, the envelopment fafthe BCC model — see

[Banker et al. 1984]. Here a s&tis an approximation of an unknown production
possibility set T.
The estimate of the multidimensional equivalentaoproduction pseudo-
frontier in pointx; is then:
Yie= 0504, ). (13)
Consequently, the estimate of pseudo-efficien@xmessed by:
Or=1,..,s W;= In(y) = In(Y ;) = -In[6, (x;, )] (14)
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Equation (14) indicates that the estimates of psafficiency are also not
dependent on the sort of output. Besides, theychrsely connected with the
estimate of the Farrell technical efficiency measoiotained by applying the DEA

method. The minus in equation (14) indicates thatquantityvzvj should actually

be called an estimate pbeudo-inefficiency, according to the convention adopted
in parametric models. Let us stress once morer#udlity of the Farrell technical
efficiency measure is desirable here, becauseriegponds with Assumption 3
regarding equi-proportionality of the composed eteom.

Stage | of the DEA+ method is justified by the daling theorem:
Theorem 1. Under Assumptions 1-7, the asymptotic distributidrthe estimator

V:\-/J- is identical to deviatiorvT/j in the interior of set F.

Proof: According to the author of the method, the assuwngtiof Theorems 5 and
6 from [Banker 1993], which implicate the abovediem, are satisfied.

However, using set intF evokes the same doubts sisg uset Int[lsoqf)]
previously.

During Stage 1l the estimates of parameters By, 6y, Vmay are calculated
by the ML method, on the basis of the estimatepxsaﬂdo-efficiencyWj obtained
during Stage I. This means that:

(05,60y,7,.) =argma>gln{|‘| fw(vgvj|e)}, (15)
fal]
where
fw(®)= ffv(v+vmax)fu(v—\fv)dv oraz J = {j:W, < 0}. (16)

Introducing set J means that in the estimation wenat take into account
pseudo-efficient objectsv“\'(j = 0). For such objects it may happen tkafl intX,

and then consistency of Stage | of the DEA+ metisaabt guaranteed. Secondly,
the next stage of DEA+ is infeasible due to degatimr of limits of integration in
formula (16) for joint density function. Gstach ios that, asymptotically, a
fraction of objects outside set J is neglected,itha

[il 0 (j)}
imt™  J-p, (17)

n-o n
takes place, wherelJ(- is the indicator function. So, in an asymptsgnse, it will
not matter whether the procedure is performed boleervations or only on the
pseudo-inefficient ones from set J.

Once we have the estimates of all parameters deaizing distributions
of both components of the composed error, we dastlyf estimate the actual
production frontier in data points:
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9jF = 0p (X, ). (18)

Secondly, using the same methods as the ones miskd BEFA approach, we can
also obtain the estimate of the efficiency measofeg/"™ object - see, e.g.,
[Kumbhakar, Lovell 2000, p. 78]. The author of thethod only mentions such a
possibility in the paper [Gstach 1999, p. 102], petforming if. It should be
remembered that, if we obtain the estimates obwags of both components of the
composed error, it is not necessary to apply théhoae of moments nor the
pseudo-likelihood method. The first one, althougmpde, is not free from
drawbacks and limitations - see [Kumbhakar, Lo28I00, p. 92]. The second one,
however, requires laborious computations — see, gKglosmanen, Kortelainen
2012, p. 18].

According to Gstach, consistency of the estimaweduduring Stage | is
conditioned by introducing the bounded support @te. Parameterwx assures
one-sidedness of the error teki), which is consistent with the nature of the DEA

estimator, which is also one-sided. The authohisf paper would like to highlight
another role of parametera It is a necessary component of the correctiothef
initial production pseudo-frontier. It is thus andiar procedure as in case of the
COLS method or the MOLS, where the initial estimaibthe production frontier
is also corrected, by the largest residual or hy) Ebaracteristic, respectively.

In his source paper [Gstach 1998, pp. 165-167]atiempts to prove
consistency of the whole DEA+ procedure, althoughy aits single-product
version. Particularly, on the basis of Theorem dngistency of Stage |) and the
theorem from paper [Bierens 1994], Gstach proves theorem regarding
consistency of the estimator of the production tiermnin data points, obtained as a
result of using the DEA+. In paper [Gstach 19991G2], the author of the method
claims that this result can be transferred to airpubduct case. Let us write down
a corresponding theorem.

Theorem 2. Under Assumptions 1-7, the DEA+ method providesoasistent
estimator;@-,)?jF) of point f;, yje) in the interior of set F.

It should be noted, however, that consistency of DEA+ procedure is
questionable, because of the reason mentioned layiihor — see [Gstach 1998, p.
165]. In the ML procedure, in the notation of tlikelihood function (15), we

obtain the product of densities of random variabfi;s even though they do not

have to be independent. Further elaborations anis$sue can be found in paper
[Predki 2014].

4 Only the characteristic of E{@U), called average inefficiency, is computed, wiihe
main objective of the paper is a comparison of3Ré& and the DEA+ methods.
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EMPIRICAL STUDY

The study is based on the data from 2000 gatheréidebpaper's authors
[Osiewalski, Osiewalska 2006], describing 240 cguatban and municipal public
libraries in Polant These libraries are non-profit institutions, whizan be treated
as production (service) units using certain praductfactors to manufacture
specific products (library services). Suggestior@duded in the source paper were
used to select a set of inputs and outputs.

The following factors are taken as inputs:

X1 — the number of job positions,
X2 — the number of books,
X3 - the number of magazine titles,
X4 — the usable area of a library,
Xs — the number of seats in reading rooms
Outputs of libraries include the following quardgi that is the ones which
could generate profits if a library were a privéiten — following the suggestions
from paper [DeBoer 1992].
y1 — the number of library members registered ifeaty,
y» — the number of books borrowed,
ys — the number of visits in reading rooms and regdiorners.

Due to the numerousness of data, they are presestselected empirical

characteristics — see Table 1.

Table 1. Selected empirical statistics of data

median mean deviation min.value max.vallie

x1 3,49 8,39 13,27 0,849 93

X2 35779 66886,81 88461,84 345 525441
X3 22 49,64 77,82 1 559

x4 211 524,84 949,04 40 10545

x5 30 53,23 61,94 2 441

yl 1364 4395,34 8135,12 263 74003

y2 29797 85932,70| 162064,6[7 698 1643662
y3 2836 10567,74 20841,96 47 232300

Source: own elaboration

The first stage of the DEA+ method was performed cdoynputing the
technical efficiency measures, (x;, y;), j = 1,...n using formula (11) and formula

5> Due to the multidimensionality of the model andyraptotic properties, numerous
multiproduct data were selected. The author ofpgaper would like to thank here Prof.
Jacek Osiewalski and Dr. Anna Osiewalska for gngntiim access to their data.
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(12). Then their logarithms were taken and psedﬁoifenciesv:\'/j ,j=1,...nwere

obtained, which allowed us to move to Stage ll.ldwihg the source paper,
[Gstach 1998], half-normal distribution*(0, 6,%) was assumed for component u
modelling inefficiency. Normal distribution N(Q?) was assumed for noise
truncated to interval (mx Vmay, unlike in the source paper, where truncated
symmetric beta distribution was used.

As it was mentioned above, the lower bound of thgpsert of noise causes

certain problems while introducing joint densitytbé random variabM/ . That is
why it was necessary to modify the formula suggeste Gstach to the following
form:

fV (V + Vmax)f U (V - W)dV, w > _2Vmax

sSi—o

fa(®) =4 % N . (19)
2J‘fV(V-'-Vmax)fu(v_w)dvlW<_2Vma><
~2Vmax

After a number of arduous but simple transformatjotine following form of
density was obtained:

DI A

fa(W) = . (20)
o Vmax | _q
cSV
where®([Jis cumulative distribution function of standarokmal, and:
2 2 Y Y
-V + W W, w>-2v
H= mafu 2 o= lszusvz’a:{—Z ~<—n;x - @D
o, to, o, +o, Vinaxr W Vmax

Next, reparametrization was performed:

X:Z_U’S: 03+05, (22)

\%
and, using the residualé'/]-of pseudo-inefficient units, the formula for thegdo
likelihood function was derived:

'”{ﬂfw("z"ﬂe)}: (23)
N NS =

> In\/g—lna—g(—vmafwjjzﬂn Vmad” W Va4 T2 “3‘2+1 -1},

wpm 2\ ° ) 5

where

N—
|

=
—_—
=
~—

L

>

)]
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(\;le +V~max)}‘ 2

bj: ° '

‘Xszax‘ZVmax'VLVj
ro
In order to obtain convergence of the ML proceduttlee following
restrictions on parameters in the log-likelihooddtion were imposed:
1. The arguments of cumulative distribution functioof standard normal from
formula (23) were bounded to interval [-5;5].

2. The arguments of natural logarithms from form{(#&) and parameters, X,
Vmax are not lower than 10
3. Additionally, more substantial restrictiénaere assumed:

=

L > =2V
J max (24)

v Wy < _2Vmax

Vo VA2 +1

(9

20 -1 20,955, Vax= 20v. (25)
After numerous tests, the following starting poiwesre selected:
[6,,20, Vmaxd = [0,83; 1,65889674; 0,85956661], (26)

whose choice was not purely accidental. The strtinlue 1, results from
assuming equal dispersion of two distributionshat $tart: the normal distribution
of nontruncated noise v and half normal distribuitad component u. The starting
value Vhaxois linked with residuals by:
MINW; = -2Vmaxa (27)
I
and this relation is strongly connected with théhatls correction of joint density
of the random variabl&V given by formula (19). The starting valug, is close to
the local maximum of the log-likelihood function,thv starting values of other
parameters obtained earlier.

As a result of ML procedure in selected startingnts) convergence was
obtained reaching the values:

[é,i, V] =[0,37889; 1,46353; 0,42850], (28)
which were assumed as the final estimates of unkngarameters of

Vo VA2 +1

(9

corresponding distributions. Only the restric -1 = 0,955

turned out to be valid.
Using v, the production frontier in data points was estedafrom

formula (18). Next, the estimates of parametersswsed to compute the value of

8 Unfortunately, they turned out necessary to obtaimvergency of the procedure. It should
be noticed that truncating the support of the ndigevmax occurs deeply in tails of
corresponding distribution, and does not seemaquaatily limiting.
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the efficiency measure for particular objects follog the scheme described in the
paper [Kumbhakar, Lovell 2000, pp. 78-82]. This swa is given by

TE = exp(-E (UlW,)), j = 1,...n. (29)

To use the above formula, first of all, conditibaiéstribution Uw is needed.
Using known forms of the densities of random vdeabU and V, after simple
transformations, we obtain:

Ulw OD(W )N*(u-w ,0?), (30)

-of-27)
D(W) = °

o)A

(¢ (o)
To compute the expected value B, formulae from the paper

[Kumbhakar, Lovell 2000, p. 78] were used, and asing DW ) was added:

E () = D(W )[p- + o 2K/ (32)
(D(I.L*/G)

where g~ = p - w and ¢(J is the density function of standardized normal
distribution. Formula (32) was realized for partamuobservations on residuauﬁisj

and on the estimates of parameters obtained frerDEA+ method, which yielded
the estimate of the appropriate expected value, @sequently, the value of the
efficiency measure TE

The results obtained are presented in Table 2, agaln, selected empirical
characteristics are provided. Pseudo-efficient @bjgor which the DEA+ method
degenerates, (as it was mentioned above ) wergeauimit

where

(31)

Table 2. Selected empirical statistics of the mmtiproducts and the technical efficiency
measure

median mean deviation min.value max.value
yir | 2072,01 3846,242 5255,20266 293,6984 33269,87
yor | 38936,2 73289,39 91931,9138 1227,143 5043894
yar | 3724,3 8739,437| 11864,005p 68,62053 71196,99
TE| 0,82382 0,781215| 0,130758%2  0,085188 0,896236

Source: own elaboration

Lines 2-4 in Table 2 refer to estimated maximalueal of respective outputs —
formula (18). Line 5 refers to the value of the hwsical efficiency measure
calculated using formula (29). Due to a methoddaalghature of the paper and

"1t is one of the ways of measuring efficiency erasd in the source paper.
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limited space available, the author did not include broader economic
interpretation of the results.

CONCLUSIONS

The results of the author’'s methodological resegsele also [Rdki 2014])
indicate two major reasons behind only scarce m@ojiyl of DEA+. Firstly,
ordinary, deterministic DEA also yields technicBlaiency measure as well as the
value of production frontier at the data points.nele according to Ockham’s
razor, there appears to be no point in turning nooae complex approach to obtain
(however different) estimates of the above quaditiPresumably, what Gstach
intended was to render DEA a method of estimatibthese quantities within
a semiparametric statistical model comparable t@oee common approach based
on stochastic frontier analysis. However, it sifipears to lack validity, for such
a model does not allow one to obtain dispersionsmes of the new estimator
of efficiency measure. What is more, it is not jlolesto make statistical inference
about either the model assumptions or the produgiiocess.

Secondly, as pointed by the author of the curreapiep, the efficiency
measure estimator resulting from the DEA+ method hat been proven to be
consistent so far. Moreover, the algorithm itselfrather cumbersome, entailing
numerous methodological and numerical obstaclesaddition, the statistical
model itself, as formulated by its original autheeems to be lacking in its
underlying assumptions — one of the relevant assong is clearly missing,
whereas the formulation of the other is disputalleerefore, the author of the
current article would not recommend employing DEAm practice.
Simultaneously, it should be noted that such applr@egative conclusions are
of genuine scientific merit, and the methodologicddjectives of the study
(presented in the Introduction), constituting majontribution of the article, have
been successfully achieved.
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Abstract: The article applies dynamic multi-dimensional noeth of relative

taxonomy in an attempt to evaluate disparities enedbpment of technical
infrastructure in rural areas between the provincE$oland. The results
show that although the indices that describe thellef infrastructure

development have been rising between 2004 and 2@@inal inequalities

have remained high. Moreover, some of the provireast developed in
2004 have not taken advantage of the opportungiesided by the EU

accession to develop technical infrastructure iralrareas and boost their
attractiveness.

Keywords: relative taxonomy, technical infrastructure, riaetas

INTRODUCTION

Quality of life and economic growth in rural aredepend heavily on the
level of development of their technical infrastwet The access to its
components: water supply, sewerage, gas, elegfriditansportation, and
communication systems, determines the investmerdactiveness of these areas
[Chudy 2011]. Due to high capital intensity, infrasture development requires
substantial investments and significant State @getion in their financing. Polish
accession to the European Union provided acceB&Jtfunds and opportunity to
quicken the pace of rural infrastructure developme€a be sure, the indices of this
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development were climbing steadily between 2004 200R. The pace, however,
has not been uniform across the provinces.

Study of complex phenomena that are typically dbsdr by several
diagnostic features often employs multi-dimensiocalmparative analysis to
reduce the space of the features to one-dimenssynghetic index. Temporalized
taxonomic methods, which are described i.a. in {Gekid [1984] or Zelia [2000],
permit not only classification of objects in a givigme period, but also analysis of
evolution of the synthetic index. Hydzik [2011] glegts to study the progression
simultaneously in two synthetic indices by what rbaycalledobject development
matrix. A different method to study changes in synthietiices between objects is
proposed by Wydymus [2013]. His method consistsaristructing the indices
based on relativized diagnostic features.

The article aims to evaluate the scale of dispgeaxitin rural technical
infrastructure development among the Polish prasnbetween 2004 and 2012.
The dynamic approach to multidimensional method®litive taxonomy not only
allowed to compare provincial levels of this deysh@nt but also to examine the
process of levelling regional disparities followitlge accession of Poland to the
European Union.

MATERIALS AND METHODS

For the evaluation of rural technical infrastruetutevelopment among the
provinces of Poland in 2004-2012, five diagnoseatfires were selectedall
stimulants):

1) length of public extra-urban communal roads of iowed hard surface in km
per 100 km of province’s rural areas (road network density),

2) users of water supply network as percentage dfiatal population,

3) users of sewerage network as percentage of totdlgapulation,

4) users of gas network as percentage of total raadifation,

5) users serviced by sewage treatment facilities aseptage of total rural
population.

The method used for studying disparities in infiadure development was
devised by Wydymus [2013] and consists of congtrgatelative synthetic indices.
The values of individual features for each objgrbyince) and each time period
(year) were relativized according to the formula:

d(b/c)jt = Xt /cht
where:b zc, b=1,...,n,c=1,..., n

L the selection process followed a thorough appraistieir merits but also statistical analysis wafgnal
elements of the inverse correlation matrix of thatdires, which helped to avoid excessive correlatidche
diagnostic set [Lira, Wysocki 2004]

2 taken as the number of actual inhabitants as oédber, 31 of any given year
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xjt — denoted the observation in ti object (=1, ..., n) of thej-th feature
(i=1, ..., M in time period (t=1, ..., R.
Thus transformed infrastructure indices of thth object relative to other objects
for featurgl and time period could be presented in the following form:

1 CI(2/1) oo d(n/l) jt
d(l/n)jt d(2/n)jt 1

In order to classify the objects with respect td dlagnostic features
simultaneously the subsequent matrices were cadclila

D, =AD,
where the matrix A was defined as:
0 1
(m-1)
A= : :
1 0
(m-1)

The diagonal elements dﬂ} formed matricesV, (for each time period):

Wi Wi ooe Wiy
- W2]1 W22t W2mt

W2nt

The higher the value ofi; index, the greater was the advantage ofi-theobject
over remaining ones in theh feature and in theth period.

Next, the W, matrices were used to compute thend@trix of relative synthetic
indices of development for given objects and tiragquls:

AN
S1t_mzl-“w

it

W

nmt

The values of Ssmaller than 1 signified relative advantage ofittie object over
others in period.

Research material was obtained from the Local Batak published by the
Central Statistical Office in Warsaw. Calculationere performed using the R
program,; the script of the method’s algorithm igitable in the Appendix.
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RESEARCH RESULTS

The values of rural technical infrastructure depetent relative synthetic
index & calculated for 2004 period were used for lineaeang of the provinces:
from the highest values of the index to the lowbkxt, the differences between
adjacent provinces were computed and used to Gladbithe provinces into four
typological classes. The decision to split a claas made when the differences
came out relatively high. Class | of high relatdevelopment level comprised the
provinces ofSlaskie, Podkarpackie and Wielkopolskie, class Il afdinm high
relative level: Dolnélgskie, Matopolskie and Pomorskie, class 11l of madilow
relative level: Lubelskie, Lubuskie, Mazowieckiep@skie,Swiqtokrzyskie and
Zachodniopomorskie, and class IV of low relativeele Kujawsko-Pomorskie,
t 6dzkie, Podlaskie and Warfisko-Mazurskie.

During the first stage of the analysis thev@lues of each province were
evaluated for the whole 2004-2012 period. Tabldepicts them graphically in
four 2004 typological classes. All four plots ofif@a 1 preserved the same scale of
the vertical axis in order to facilitate comparisrs; values.

In the whole 2004-2012 period the most noticeatnprovement in relative
estimates of technical infrastructure developmeas wbserved in four provinces:
Kujawsko-Pomorskie, Mazowieckié,wi@tokrzyskie and todzkie, which in 2004
belonged to the medium low (lIIl) or low (1V) rele¢i classes of development.

The maximum drop in theSndex, from 1.30 in 2004 to 1.15 in 2012,
which indicated marked improvement in developmeagurred in Kujawsko-
Pomorskie (class IV). Nonetheless, even with susltriking progress the relative
estimate of rural infrastructure in the provincenaéned low. Kujawsko-Pomorskie
was followed by Mazowieckie (class Ill) with thecead highest drop in the index,
from 1.05 to 0.93. Less pronounced falls in theeiydor in other words smaller
progress in relative estimates of development, weted inSwictokrzyskie (class
lII) and tédzkie (class IV) and amounted to 0.09 &n05, respectively. Four
provinces: Dolnélaskie (class Il), Lubuskie (class Ill), Warnisko-Mazurskie and
Podlaskie (class 1V) showed worsened estimateselaftive development. In
Dolncélgskie, despite the increase in the index from 0@.84, the relative
estimate of infrastructure was still better thanthe third and fourth relative
classes. Similarly, Lubuskie, where the index redch.14 in 2012, was still better
off than the provinces of the fourth class. The tmasrrying changes were
observed in Warmsko-Mazurskie and Podlaskie. Not only had they been
considered the provinces least developed in tefmsral infrastructure in 2004,
their relative position further deteriorated in 20The remaining eight provinces
(including the three that in 2004 counted among fitet class) showed stable
relative estimates: the changes pfrélex did not exceed 0.03 either way.
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Table 1. Values of relative synthetic indexf&r all Polish provinces in 2004-2012

Relative
class of Values of $ index
development
1
P
T
—a— Podkarpackie
| e —»— $lyskie
L —e— Wielkopolskie
0.7 4 -
0.t
2004 200 200¢ 2007 200¢€ 200€ 201C 2011 201z
0
B e
18 -
—e— Dolnoslaskie
R L e L L Lt
] —=a— Malopolskie
0.9+ .
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0.7+
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2
L —e— Zachodniopomorskig
13 mmmmmmmmmmmm oo —a— Swigtokrzyskie
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0.5
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Source: own calculation based on Local Data Baekti@l Statistical Office, Warsaw
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Analysis that was conducted in the second stagehiad the relative classes
created in 2004. Table 2 shows the basic charatitariof analyzed diagnostic
features and relative synthetic indices in 2004 2011.

The first relative class, which comprised the pnoes of Slaskie,
Podkarpackie and Wielkopolskie, covered 18.4% ddlrareas and close to 25% of
population actually living in the rural areas betwe2004 and 2012. This class
stood out for the highest values of gas and seweragwork, and sewage
treatment diagnostic features during the whole 2202 period. The rate of
technical infrastructure development in this clagss better only than in the
slowest second class (except in water supply né&waord slower than in the third
and fourth classes (except for sewerage netwoclass V).

The second relative class with the provinces ofiInBibaskie, Matopolskie
and Pomorskie covered 16.6% of rural areas anchipi&?% of rural population.
This class was marked by increasing advantagedesaco the sewerage network
relative to classes Il (by 1.1 p.p.) and IV (by 4.p.) and in access to sewage
treatment facilities (by 2.6 p.p. and 4.3 p.p.pesgively). Moreover, it maintained
its advantage over the two lower classes in roadiark density (by 13 and 17
km/100 kni, respectively) and in access to the gas netwaykl 6.7 p.p. and 27.2
p.p., respectively). A peculiarity of this clasy ia its poor access to water supply
network, poorer than in any of the remaining clasge mentioned before, the rate
of development of this class was lower than in <lagexcept in water supply
network), class lll, and class IV (except in waiad sewerage systems).

The largest third class of six provinces coverecb®@8of rural areas and
34.2% of rural population. It had advantage over fhurth class in road network
density and in access to gas network, and levalethe fourth class’ advantage in
access to sewerage network and sewage treatmans.pMoreover, it had the
fastest rate of development of all classes (eximeptoad network density in class
V).

The fourth class with the provinces of Kujawsko-Roskie, todzkie,
Podlaskie and Warmsko-Mazurskie covered 26.5% of rural areas and%&7
rural population. It was the least developed offailr classes, but showed the
fastest rate of development in road network deresity only slightly slower than
the third class’ in gas network and sewer treatraenéss.

The individual diagnostic features in the classes tvere characterized by
notably faster annual growth rate in 2004-2012 sftbpositive values of relative
annual growth rate (Table 2).

Figure 1 illustrates the values of relative synthetdex S calculated for the
four relative classes. There was little of the livg out in 2012 of the differences
existing in 2004. Slight deterioration was obserirethe second class of medium
high development (Srose by 0.04) and equally slight improvement ia third
class of medium low development; (@opped by 0.06).
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Table 2. Relative classification of provinces antkr-class disparity in rural technical
infrastructure development in 2004 and 2012

Class of rural areas

Technical . . - -
infrastructure Diagnostic features I-high II—mh?gllqum— III—rr}g\(ljvlum— V- low Poland
mean 2004 30.60 31.82 18.1Y 14.12 21.66
2012 38.54 38.41 25.45 21.75 29.04
road network A"erags Qg?%" Growth 5 49 151 328 428 2.8
densit
[km/lgo kn?] relative indicey 2004 1.60 1.68 0.87 0.5p 1.46
Wijt 2012 1.43 1.42 0.83 0.66 1.47
relative Average Annual
Growth Raté (%) -0.73 -1.87 0.12 1.60 0.28
mean 2004 75.44 64.77 69.80 76.47 71.82
2012 78.75 70.53 75.80 80.32 76.20
users of water A"eragggtre‘”(‘j/?)' Growth g 43 0.91 096 061 078
supply network =
[%E)p y relative indice§ 2004 | 1.08 0.8 097 100 o048
Wit 2012 1.05 0.90 0.94 1.0 0.99
relative Average Annual i
Growth Rate (%) -0.40 0.23 0.30 -0.1 0.08
mean 2004 21.56 19.59 13.39 15.94 17.26
2012 36.59 32.26 24.99 2451 29.45
users of Average Qre‘”(‘j/z‘)' Growth 5 5, 5.27 6.65 468  5.68
sewerage
networkg[%] relative indice§ 2004 | 1.35 1.20 071 0ol 112
Wit 2012 1.36 1.16 0.83 0.8D 1.08
relative Average Annual ,
Growth Rate (%) -0.06 -0.35 1.40 -1.10 -0.52
mean 2004 31.77 27.52 9.93 245 17.81
2012 36.55 31.00 14.32 3.79 21.69
Average Annual Growth) 4 4, 0.98 393 390 18l
users of gas Rate (%)
network [%] relative indices 2004 5.77 4.96 1.58 0.14 3.593
Wijt 2012 4.46 3.73] 1.54 0.16 2.16
relative Average Annua| d L
Growth Rate (%) -2.26 -2.42 052 1.09 -2.06
mean 2004 22.49 20.77 15.1Y 16.29 18.43
2012 41.24 36.23 28.07 27.42 33.09
users serviced | Average Annual Growth 6.45 6.11 6.86 6.6 6.58
by sewage Rate (%)
treatment relative indice§ 2004 1.32 1.19 0.74 0.86 1.10
facilities [%] Wit 2012 1.37 1.16 0.83 0.8p 1.08
relative Average Annugf g 5 -0.50 037 01§ -0.2p

Growth Rate (%)

Source: as in Table 1.

8 Average Annual Growth Rate was computed from alnents of the time series [Lira, Wysocki 2004]
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The only clear progress was noted in the fourtes;lavhere Sit dropped by
0.23. However, one should notice that the clasdf itgas far from homogenous in
terms of rural infrastructure development betwe8042and 2012. todzkie and
Kujawsko-Pomorskie improved noticeably but the othwo provinces showed
further deterioration from an already low relatestimates of development.

Figure 1. Values of relative synthetic indexf&r relative classes in 2004-2012

1 0

2.5 1
uF 2
- 2.0 —e—class |
o
I e RRLEC T TR —e—class Il
% ~ N N . . X ) —a—class i
> 10_ __________________ R e B A———————— A _ _

o e o o F— 5 & a ——class IV
05 1. - M . M M
0.C

2004 2005 2006 2007 2008 2009 2010 2011 2012

Source: as in Table 1.
CONCLUSIONS

The use of dynamic approach to multi-dimensionathods of relative
taxonomy facilitated the analysis of the processmbothing out the differences in
development of the rural technical infrastructuetween the provinces. These
methods proved to be a useful tool in the analysihanges in the development of
infrastructure between individual provinces relatio all others.

The existing disparities in rural technical infrasture development
between the classes of provinces based on 200dveekynthetic index values
were observed to even out slightly between 2004281@®. The advantage of the
class of high relative development level remainedhanged, but improvement
was noticed of the low relative class, spearhedgetvo provinces, Kujawsko-
Pomorskie and Lodzkie.

APPENDIX

# database is expected in the nornmal (or nolten) formwi th col ums
# + naned PERI OD, FEATURE, OBJECT, VAL

# set up the data natrices x

| PERI OD = | engt h(| evel s(z$PERI QD))

| FEATURE = | engt h(| evel s(z$FEATURE) )
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| OBJECT = | engt h(l evel s(z$OBJECT))
x = array(z$VAL, di mec(| OBJECT, | FEATURE, | PERI OD),
+ dimames = list(level s(z$OBJECT), |evel s(z$FEATURE),
+ level s(z$PERI OD))
# calculate matrices of relative indices D
D = array(, dinmec(lOBJECT, | OBJECT, | FEATURE, | PERI OD),
+ dimames = list(level s(z$OBJECT), |evel s(z$OBIJECT),
+ l evel s(z$FEATURE), |evel s(z$PERI QD)))
for (t in 1:1PER OD)
for (j in 1:1 FEATURE)
D,.j, t] = (1Ux[,j, t]) #%t(x[,j, t])
# set up the averaging matrix A
A = array(1l / (I OBJECT-1), dinrc(l OBJECT, | OBJECT)); diag(A) =0
# calculate matrices Wof relative indices
W= array(, dimec(l OBJECT, | FEATURE, | PERI QD),
+ dimanes = list(level s(z$OBIECT), |evel s(z$FEATURE),
+ level s(z$PERI QD))
for (t in 1:1PER OD)
for (j in 1:1 FEATURE)
# vectors of Ware forned by the diagonal elenments of scal ed
# D matrices
W,j, t] =diag(A%%0O,,.j, t])
# calculate the S matrix: reciprocals of elenents of W
# averaged over the diagnostic features
S = apply(1/W c¢(1,3), nean)
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Abstract: The main goal of this paper is an attempt to assesdition
of polish couriers and messengers sector in tefrtechnical efficiency. The
sector in Poland, in comparison to the Western igmuntries, is still under
development. The research was conducted using Byatelopment Analysis
method, which is successfully applied worldwiderbot public and private
sector organizations. DEA allows to identify thestoperformers in analyzed
group and build a ranking in terms of efficientoeces utilization. Malmquist
index was also calculated to assess changes tiveefaoductivity over time
and to detect which factors (“frontier shift” ordich-up”) affects them.

Keywords: couriers and messengers services, technical eftigieDEA
method, Malmgiust index

INTRODUCTION

First courier companies appeared in the polish etagkound the 1980s.
Although the sector is relatively young, it playsignificant role in the national
economy. Polish couriers and messengers market dstilamically develops,
in comparison to the Western Europe countries,revitke market has already
stabilized. The use of courier services per capittere a few times higher than
in Poland, therefore the rapid growth will presulyatontinue in the near future.
The main player in this market is public companyeczta Polska2,1 billion
services provided in 2011), nevertheless the packsegment is dominated
by private operators (3,7 billion services proddie 2011) [Marcysiak at al. 2013]
and the analysis presented hereof focuses onrthip gpecifically. In the paper the
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author made an attempt to assess the performancengdanies operating in the
mentioned above sector in terms of technical efficy. Not only does the results
of such analysis allow to identify entities whicte @he best in efficient utilization

of its resources, and thereby indicate benchmarksther players in the market, but
also it can be the basis for further analysis efficient units and the first step
to improve such entity’s performance.

Efficiency, including technical efficiency, evalu@t of any entity involves
the study of its productivity [Kosieradzka A. 2000Productivity is define
in literature generally as a single input-outputioraHowever, more common
problem pose analyses of multiple-input and mudtiplitput cases. The term
“efficiency” is understood as a production withoahy wastefulness. Thus
an economy (organization, company, unit etc.) ficieht when there is no way
to increase a production of one commodity withodt@p in production of another,
what means it attains the production-possibilignfrer or, in other words, achieves
the highest level of production possibilities givdse resources [Samuelson at al.
1995]. In this meaning, the term “technical effigg” is also applied.

METHODOLOGY BACKGROUND

DEA method

Data Envelopment Analysis (DEA) is worldwide susfaby applied method
for evaluating the performance of a set of peéties, in literature called “decision
making units” (DMU), that transform multiple inpuitsto multiple outputs. DMU
can operate in public (see studies d&Uggiero J. 1996] or [Nazarko at al. 2008])
and private sectors (e.g. [Paska M. at al. 2008] and [Rangan N. 1988]),
nonetheless a homogeneity of the units is a cripicstulation. DEA was first
introduce in 1978 by Charnes, Cooper and Rhodesldasear Programing based
method and, since then, it has become a very popuéans for productivity
assessment in academic research and in practiee degision support tool for
management level employees.

The basic DEA models enable to measure the eftigiefia DMU relative
to similar DMUs in order to estimate a ‘best preetifrontier [Cooper W. at al.
2004]. Primary DEA model is named CCR after itshaut (Charnes, Cooper,
Rhodes), assumes constant returns to scale, addfileed as follows (output-
oriented model):

max z = Z§:1vj,m}’j,m Q)

subject to i1 UimXim = 1

From this point, terms: productivity, efficiencydatechnical efficiency are alternatively
used in the paper, however the author always mensfficiency in accordance to the
DEA framework.
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J I
z 17j,myj,m - Z Uim Xim <0
j=1 i=1
ui‘m 'Uj,m > 0

where:

z — weighted sum of outputs calculated for DMUIn=1,..,N);
yjm - denotes DMU outputs (j=1,..,J);

X;m — represents inputs (i=1,...,1) of DM}/

Uim , Vjm — Weights that are unknown variables.

In input-oriented model the weighted sum of inpofs each DMU is
minimalized and the level of its’ inputs remainschianged. In practice, a dual
problem of (1) is solved. Primary model had sevdiraltations (e.g. the assumption
about returns to scale), thus many modification haen developed since its
introduction. However, it is still regularly usedanalyses of technical efficiency.

The standard DEA models allows to build a rankafignefficient units,
setting the best performers at the same levelq@¥d.efficiency). In 1993 Andersen
and Petersen developed a new approach, the sdjpterafy DEA (SE-DEA)
model, which allows to rank DMU on the efficienaytitier [Andersen P. at al.
1993]. This innovation was a subject of many pagerwards ( e.g. [Thrall M.R.
1996], [Yao C. 2003] or [Zhu J. 2001]), and appltedreal data researches (see
[Helta M. 2009 ] or [Chen Y. 2004]). The basic idefathe new approach is to
exclude the efficient DMU from the comparison setijt cannot be compared against
itself (which is the reason of receiving the scofed00% or 1), thus it can obtain
score better or less than one in the input-orieatemlitput-oriented super-efficiency
evaluation, respectively. The difference in the recas usually interpreted
as an amount by which the DMU can exceed the pagnce if it peers.

It is highly desirable to differentiate units withe best results, as it can
encourage them to improve theirs output and besib#tlan others. Hence, this
extension of DEA method was applied in the reseprebented hereof.

Malmquist index

Malmquist index represents a change in a unit'slyrtvity over a period
of time. In the non-parametric framework (as DEAtmoel) it is defined as the
product of two terms — a "frontier shift" (likewisechnology change or innovation)
term and a "catch-up” (also relative efficiency @ or recovery) term. The first
term represents changes in efficiency resultinmftmdustry” gains - i.e. the degree
to which the surroundings has changed. The se@vnmighows the degree to which
the individual unit's efficiency has improved rélatto the frontier - i.e. how far
it as from the frontier at time t versus how taxas from the frontier at t+1. [Cooper
W. et al. 2004]. Accordingly, Malmquist index (M§) calculated with the following
formula:
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1
6 (Cemym) ™) | 6 Crmarm) D] /2
M= | s e @)

where:

(xm, ¥m)® denotes the vector of inputs (i=1,...,1) and outputy, j=1,...,J)
of the DMU, (m=1,..,N) in the periot

ST ((xm, ym)t expresses the efficiency score of DMUheasured by the
frontier technology in the periagt1.
Malmquist index value of 1 signifies no changeatal factor productivity, while
values greater than 1 or less than 1 indicatepritgress or regress, respectively.

It is essential for the productivity analysis totedenine the index value
as it allows to recognise the degree of efficiecitgnges, their direction and major
factor (“catch-up” or “frontier shift”) that affestthem.

THE ANALYSIS AND ITS RESULTS

DEA model selection

Preliminary analysis with the CCR-DEA model indedtthat the low score
of few units’ productivity were due to variable uats to scale, thus in the main
research the BCC-DEA model was used. As the outge service sector is rather
difficult to control, the input-oriented model seetinto be more appropriate for this
study. To build a ranking of all DMUs, the supefi@éncy extension was applied.

Data and variables selection

Data for the analysis was collected from EMIS (Egimey Markets
Information Service) database. The time period el as the number of companies
under examination were determined by the availsibilf the data at the first step.
EMIS database gathers mainly financial data andrtepso that the evaluation
of technical efficiency covers an economic activfythe companies. Then Pearson
correlation coefficient between variables were yred and variables with strongly
linear dependence were chosen. As the author’stiotewas to obtain the results
that can be used both for building general opiribaut the sector and for practical
reasons from entrepreneurs point of view, therdfmiewing variables were finally
chosen for further analysis: total assets and nuwfoemployees as inputs and total
operating revenue as the output. The analysis veased out for 23 largest
companies from the sector. As the EMIS data aedively new, the analysis covers
the period of 3 years only: 2010, 2011 and 2012.

Table 1 presents values of Pearson correlationficeeft for selected
variables.
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Table 1. Pearson correlation coefficient values

Operating revenue
2010 2011 2012
Number of employees 0,932236  0,93551H927888
Total assets 0,90160440,795428 0,754033

Source: own calculations
The league table

The table below presents the result of analysisdected with Frontier
Analyst Application software. It is organized insdending order, so the best
performers in terms of technical efficiency arehat top of the tabld?olska Grupa
Pocztowa S.Atakes consistently the first place in every yefanalyzed period.
UPS Scs (Polska) Sp z otakes the second position regularly. The thirdrec
received th&JPS Polska Sp. z o.dwut in the first two years of analyzed period only
In 2012 another unit appeared in the leading groamelyWorld Courier (Poland)
Sp. z 0.9 which hitherto indicated inefficiency. Similarlthe Madagra Sp. z 0.0
improved its output and joined the “best perforrhgrsup.

Table 2. Rankings built with the usage of supeicigfiicy DEA model

2010 2011 2012
Unit name Score Unit name Score Unit name Score
Polska Grupa
Pocztowa | 413,00% | POISKa GrUPa | 5qg gq4 | POISKa GIUPA | 357 50
SA Pocztowa S.A. Pocztowa S.A.
Ups Scs Ups Scs Ups Scs
(Polska) Sp. z| 128,50% | (Polska) Sp.z | 170,60% | (Polska) Sp. z | 205,60%
0.0. 0.0. 0.0.
World
UPS Polska 104.70% UPS Polska 120.30% Courier 104.10%
Sp. z 0.0. Sp. z 0.0. (Poland) Sp. z
0.0
Transline Transline Madaara S
Polska Sp.z | 98,90% | PolskaSp.z | 94,70% | 0 9rasp- 1 103,20%
0.0. 0.0. o
Viva Xpress Viva Xpress
Logistics 95,10% | Logistics 86,30% gpsz F;O(')Ska 83,90%
Polska Sp. Polska Sp. p.20.0.
World Courier Federal Express Transline
(Poland) Sp. z| 93,00% | Poland Sp. z 84,60% | Polska Sp.z | 82,10%
0.0 0.0 0.0.
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2010 2011 2012
Unit name Score Unit name Score Unit name Score
Federal .
Viva Xpress
Express 88,20% | MadagrasSp. z | g 4004 | Logistics 77,90%
Poland Sp. z 0.0.
Polska Sp.
0.0
Go! Express Money Save Eidferzls
& Logistics | 68,90% | Polska Sp.z | 72,00% | c<P 75,20%
Poland Sp. z
Wroctaw 0.0. 0.0
Fedex Express Go! Express & TNT Express
Polska Sp. z | 67,40% | Logistics 69,30% | Worldwide 65,60%
0.0. Wroctaw Poland Sp.
Patron Service World Courier Patron Service
64,90% | (Poland) Sp. z | 68,90% 58,00%
Sp. zo.0. 0.0 Sp. zo.0.
. Fedex Express
Dpd Polska | g4 109, | PAlON Service | g5 560, | poiska Sp.z | 53,60%
Sp. zo.0. Sp. zo.0. 0.0
Madaara Sp. 7 DHL Express DHL Express
oo 9ra P-4 62 70% | (Poland) Sp. z | 60,70% | (Poland) Sp. z | 52,20%
o 0.0. 0.0.
Riders TNT Express Matmarex So J
Express Sp. z| 55,70% | Worldwide 60,60% sp. i P 51,20%
0.0. Poland Sp. P-)-
DHL Express Riders Exoress Money Save
(Poland) Sp. z| 55,30% | ¢ P 59,80% | Polska Sp.z | 46,30%
p. Z 0.0.
0.0. 0.0.
Money Save Fedex Express Riders Express
Polska Sp.z | 47,60% | PolskaSp.z | 57,50% | ¢ PreSS 44,30%
p. z 0.0.
0.0. 0.0.
Go! Express &
g"g‘tm.arex SP | 47,10% gﬂat.marex SPJ| 56.60% | Logistics 39,60%
P-J. P-)- Wroctaw
Lande Sp.2 | 45 0006 | Integer.pl S.A. | 51,90% 2PdPolska | 57 594
0.0. Sp. z 0.0.
TNT Express
Worldwide | 45,00% | PPd PoISKaSP-1 14 2006 | Integerpl SA|  37,70%
z 0.0.
Poland Sp.
g'zdemka 4360% | ForpostaS.A. | 39,109 "PO%! SP-Z | 35 80%
;rade SYSteM| 15 409% | Inpost Sp. z 0.0. 36,30% S2N9€ SP-Z | 35 2004
p. Z 0.0. 0.0.
LHEOSt Sp-2 41,10% Lande Sp. z o.tr. 35,00%  ForpostaS.A. 18,2
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2010 2011 2012
Unit name Score Unit name Score Unit name Score

Trade System
Sp. z 0.0.

Integer.pl S.A.| 30,40% 24,10% | Siodemka S.Al  18,00%

Trade System

() 16,60%
Sp. z 0.0.

Forposta S.A. | 29,20% Siédemka S.A. 12,60

Source: own study based Brontier Analyst Applicatiorsoftware calculation

At the bottom of the table (the last few posititin same unit names appear every
year, so one can conclude that those companieddsheconsider the way they
transform their inputs into effects. The minimumluea of productivity scores
is slightly above 10% in 2011 and 2012, where&9itD it was close to 30%, which
is rather alarming and worth to study in detail®wdver, the average technical
efficiency in analyzed period of time is around 6@#lculated using standard DEA
model, and over 75% determined by supper-efficienmdel, thus in general
companies seem to manage their resources rattsamiazaly .

Changes of the efficiency in the 2010 - 2012

Figure 1 presents a magnitude of changes in privitycfor each DMU
in analyzed period of time. Most of the units (dXHL Express (Polska) Sp. z 0.0
or Federal Express Poland Sp. z §.oindicates sustainable changes
in its productivity scores (around 1 e. i. withsignificant degree of change in both
direction — up and down). Though, there are fevitieat(namelySiédemka S.A
Polska Grupa Pocztowa S,AVorld Courier Poland Sp. z a)owhich distinguish
itself from the group with a very high value of Majuist index in 2012 (Ml >1,5).

Figure 1. Malmquist index values for each DMU

2,5
2
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1
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Source: own calculations

The study of the figures 2 and 3 reveals that tlubsanges are affected mainly
by the second term of the Malmquist index, e.ifraritier shift”. Moreover, the Ml
value of units in question was relatively low iretprevious year, so presumably
some inside issues impacted these units performaeell.
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Figures 2 and 3 show values of decomposed indidbe index for each unit. Every
unit's Malmquist index can be greater than 1 e¥eonie of its component decreases
over time as long as the other component balareeglifference. The average
change of Malmquist index over the years 2010-2812,034, what means 3,4%
overall increase of productivity in the group undemluation, thus companies
indicate an improvement of input-output ratio.

Figure 4 presents the average value of Malmquidexn(MI) in 2011
(in reference to 2010) and 2012 (in reference td2@nd its components at the time.
Even though in 2011 there had been decrease obb#reed (its value was 0,904),
the next year brought significant increase of titek (1,16 —i.e. average the index
was 16% higher in comparison to 2011) thereforgeineral the input-output ratio
in the sector has changed in positive way. Theaé@lso shows the average change
of decomposed indices and it suggests (as it wasdyf mentioned above) that
technology change term (TC) had greater impact oodyctivity changes
in the sector in analyzed period of time than E@gonent.

SUMMARY

Couriers and messengers sector in Poland is relatroung, nevertheless its
role in national economy is significant. The malayer in this market is public
company — Poczta Polska, however the package ségsndaminated by private
operators. Results of technical efficiency analgsisducted on 23 polish companies
operating in the sector are presented hereof. Titl@aintended to build a ranking
of analyzed units in terms of productivity, themefaghe DEA (Data Envelopment
Analysis) method with super-efficiency extensiorsvapplied. The research allowed
to identify the best performers in the analyzedagakof time — the first two positions
took consecutivelfPolska Grupa Pocztowa S.and UPS Scs (Polska) Sp z oltne
third score receivedPS Polska Sp. z 0.an the 2010 and 2011. In the last year
(i.e. 2012)World Courier (Poland) Sp. z a.¢ook the third position. The worst
performers were: in 2010Forposta S.A in 2011 -Sidédemka S.Aand in 2012 -
Trade System Sp. z 0.®8he mean of scores in all analyzed period oé timere over
60% and it suggests that couriers’ companieseratheasonably utilize their
resources. Malmquist index, which was also caledlébr years 2010-2012, showed
a 3,4% average increase in productivity of the gronder evaluation and the main
factor of these changes occurred to be the “fromstft” component (technology
change). In general the sector seems to indicaimamvement of the input-output
ratio. The results of this study may be the basisurther analysis of the sector and
of the specific DMU as well. The next step of thegarch can be also a recognition
of best performers’ strengths and worst performeesiknesses, to indicate possible
ways to enhance scores of efficiency in future.
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Abstract: This paper measures and compares the job-findidgseparation
transition rates of Polish voivodeships from 2006:t® 2014:Q2. It uses
readily accessible data of Local Data Bank in Pdilamegistered
unemployment person by duration of unemployment aedistered
unemployment rate. The method of measurement sfeons influential

paper by Shimer on "Reassesing the Ins and Outénefnployment". The
main sources of variability between the rates amestigated in terms of
functional principal components.

Keywords: unemployment rate, Poisson process, smoothingctifural
principal component data analysis

INTRODUCTION

Unemployment rate in Poland varied substantiallpss time but not across
voivodeships over the last ten years. This phenomenay occur as a result
of variation in the rate at which workers flow theemployment pool, variation in
the rate at which workers exit the unemployment paroa combination of the two.
It is largely these flows that drive the overaleamployment rate which is the main
indicator of the health of the labour market. Thiéses generally follow a pattern
in a typical business cycle. As the economy endeglewnturn, separations start
rising and job-finding rates start falling. Theseowements cause the overall
unemployment rate to rise. The diagnosis of thedalmarkets should take into
account the rates of reallocation of labour foReduced rates of worker turnover
are usually associated with the more regulated ulaboarkets. The reduced
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turnover may contribute to higher unemployment. eowurnover could reflect the
fact that searching for jobs and workers has gattestlier or harder, resulting in
poorer worker-job matches, and therefore lower petdity. Low rates would
indicate that firms and workers are settling fortchas that are substantially
suboptimal. What is optimal, of course, dependshemuality of the match and on
the costs of searching.

To learn more about these flows in Polish voivogeshl track the job-
separation and job-finding rates. | show that thié fob-finding to job-separation
rate is closely related to the unofficial distinotto Poland A and B. Although the
distinction is oversimplified, it is widely acknogdged and discussed in Poland. It
refers to the historical, political, and culturaktéhction between west and east
areas of Poland, with the west (Poland A) beingi@antly more economically
developed. Historically it can be traced to thdqukof the partitions of Poland: the
Prussian partition (Poland A), compared to the Aaistand Russian partitions
(Poland B). Poland B encloses for example PodlasW@zowieckie, Lubuskie,
tédzkie, Malopolskie and Podkarpackie voivodeshipsshow that these
voivodeships display the lowest rates of reallaratf labour force. In contrast |
show that the west voivodeships have the highéstofavorker turnover.

METHODOLOGY

| relate to the method developed by Shimer (20TRe model relates to
continuous time environment in which data are abdd at discrete dates. For
everyt € [0,T] the interval¢t, t + 1) will be referred to as 'periad It is assumed
that all unemployed workers find a job accordingPmsson process with arrival
rate f; = —log(1 — F;) and all employed workers lose their job according
Poisson process with arrival rate= —log(1 — S;), whereF;, € [0,1] is the job
finding probability andsS; € [0,1] is the separation probability during period
Two critical assumptions in the model should beaulded: (i) movements in and
out of the labour force are ignored, (ii) arrivatess, andf; are constant during
periodt. For evidence that the assumptions are good ajppation of reality see
Shimer (2012) and Elsby et al. (2013).

Let 7 € [0,1] and lete;,, denote the number of employed workers at time
t + 7, us,. the number of unemployed workers at time 7, andu?(t) workers
who are employed at some tinée [t,t + 7]. Fort € {0,1,...} andt € [0,1),
unemployment and short unemployment evolve accgridin

a

Tt = ety — Utrrft

d
Euf(f) = et —ui(Dft

(1)
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Note thatu;(0) = 0 and, under assumption (B4, + s+ = l; holds for
everyt € [0,1), wherel, denotes labour force in periodThus equations (1) have
the following solutions in discrete tinte

exp{—fi} = um;tut(l) @)
Ut+1 = Qrexplfezsiloe I + exp{—f; — s:}u;
fe+se

We can estimatg, ands; for t € {0,1, ...} as we knowu; andu; (1) from

available data. The second equation in (2) imptrest if u,,; = u; then the

~ . ﬂ — St St . ~x
unemployment ratd; : - ST (—Stm will be denoted a&; and be called the
flow steady-state unemployment r)até' he equation can be reformulated into the

form
5 ! - -
Uppq = ﬁ (Aetiy + (1 — Ap) 1) , whered, = 1 — exp(—f; — s¢) (3)

In practiceli ~ 1 andA; = 0 soii;,, = ;. In particular, log differentiation of
t+1

Uy = U7 yields

dlogiipy: _ o4 _ o ~[dlog(sy) _ dlog(f)
dlog(t) (1 ut) [dlog( t) d log( t)]' (4)

The approximation provides a decomposition in whiel contributions of
the inflow and outflow rates are separable and feycompared on an equal
footing with respect to their impact on the unemgpient rate. To obtain a
transparent view of the relative contributions toé inflow and outflow rates it is
advisable to plot charts (see Elsby et al. (2013)):

{(t,log(s;)):t €{0,1,...}}, )
{(t log(f):t € {0,1,...3}.

In this paper | plot the charts for each voivodpshilext 1 smooth the
obtained series and apply functional componentyaisalto the smoothed data.
The goal is to recover the dominant modes of vianabf the smoothed series. For
example | reveal that the main source of varigbllietween the inflow rates and
between the outflow rates does not change in timleralates to Poland A and B.

Functional principal component analysis for funeto;(t), i =1,...,N, is
designed to find weight functions;, ...,&y,, where each functiorf,,, m €
{1, ..., M}, maximizes

! For a theory of functional principal analysis theok by Ramsay and Silverman (2005) is
recommended



352 Stanistaw Jaworski

il Tem(s)yi(s)ds)z

subject to
T T
f &2(s)ds =1 and f En(8)é,(s)ds =0, (Vk<m).
0 0

The vectorfy, = (fim, -, fym) Where fim = [ & (s)yi(s)ds is called the
m -th principal component. The percentage of varighdf the firstm components
is expressed as
_ IR A
N

Vin (6)

The method found to be helpful in interpreting tieponents is to examine
plots of the overall mean functigi(t) = %Ziyi(t) and the functions obtained by

adding and subtracting a suitable component funstio

A+ Cép, k<m, (7)
where CZ = %Zifii.The plots of the components along with the principa
components scores plots

{(fiky fir,):1=1,..,N }, (8
ki <k, <m, give good insight into the differences betweeneotyy;,i =
1,..,N.

In this papery; represents smoothebbg(f,) or log(s;) for the i-th
voivodeship,N = 16 is the number of voivodeships and the intef@al’] is the
range time of observationg € [0,T], the interval corresponds to time from
2005:Q1 to 2014:Q2).

ANALYSIS

| use readily accessible data of Local Data BankPoland: quarterly
registered unemployment by duration of unemploymentarterly registered
unemployment rate and gross domestic product GDB.data covers the period
since 2005 to the second quarter of 2014. Figwsteolvs the time series for the job
finding rate f;, separation rate; constructed according to equations (2) and
unemployment rate, all of in logarithmic scale. Batates exhibits seasonal
variability of length 4. At each first quarter treges are relatively high and at each
fourth quarter are relatively low. The rates ofrkey turnover are thus the highest
in each second quarter and the lowest at eachhfguidrter. It corresponds to the
gross domestic product, that is the highest tumowggresponds to the lowest GDP.
The high turnover precedes the growth of GDP irt tieee quarters.
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The curves in Figure 1 are almost parallel to edbRr. It means that we can
expect the differences between the voivodeshipd tnadr time. | seasonally adjust
the time seriesog(f;) andlog(s;), by smoothing and apply functional principal
analysis.

The first two components dbg(f;) explain 95% of variability If; =
0.90,V, = 0.05; calculated according to the formula (6)). The faet the second
component are plotted in Figure 3 and in Figureebedingly. We can note from
Figure 3 that the job-finding rate vary between tiggority of voivodeships in the
same pattern over the whole observational periode Tifference between
voivodeships is constant since 2008. The ordemofodeships with respect to the
level job-finding rate holds from 2005. Howevereith are some of 5% of
voivodeships which changed their ranking in 2008 @xampleSwietokrzyskie
and Podlaskie). The change is represented by domddunctional component (see
Figure 4}): the curvegl + C,¢, crossed in 2009. It can be noted from functional
principal scores plot (Figure 5}) that the curjlet+ C,¢, represents Podlaskie
voivodeship and the curye— C,¢&, Swietokrzyskie voivodeship.

The first two components &dg(s;) explain 99% of variability I(; =
0.98,V, = 0.01). The first and the second component are plottdelgure 6 and in
Figure 7 accordingly. The first component imply theg-term upward and
downward movement of job-separation rates go sanelbusly across
voivodeships. The 1% of variability (see Figure /d scompare with Figure 8)
relates to the period before the end of 2007 when job-separation rate of
Podkarpackie became lower than the job-separatiae of Dolnélaskie
voivodeship.

The majority (over 95%) of diversity of both flovege included in first
components. Figure 9 depicts these componentsrarge of the component for
log(f;)$ is half the range of the componenti@g(s;), what can be compared with
Figure 1. Thus we can expect that the separatiencauses the gross of diversity
in unemployment rate across voivodeships. Plottiregcomponents in the same
plot gives us possibility to find voivodeships witbw and high dynamics of
reallocation of labour force. The first group ofettow dynamics consists of
Mazowieckie, Lubelskie, Podlaskie, Matopolskie ar@tizkie voivodeships. The
group of the high dynamics consists of Lubuskigglibdniopomorskie, Opolskie
and Dolndlaskkie voivodeships.

SUMMARY

This paper measures and compares the job-findidgseparation transition
rates of Polish voivodeships from 2005:Q1 to 2024:{p uses readily accessible
data of Local Data Bank in Poland: registered urleympent person by duration of
unemployment and registered unemployment rate.félh®wving conclusions are
drawn:
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1. The job-finding rate vary between the majority aiwdeships in the same
pattern over the whole observational period. Thédferdince between
voivodeships is constant since 2008. The ordemofodeships with respect to
the level job-finding rate holds from 2005. Howewere are some of 5 \% of
voivodeships which changed their ranking in 20@® éxampleSwictokrzyskie
and Podlaskie).

2. The long-term upward and downward movement of asation rates go in
majority simultaneously across voivodeships. Othlg job-separation rate of
Podkarpackie became significantly lower then thé-geparation rate of
Dolnoslaskie voivodeship. The separation rate causes th&sgyf diversity in
unemployment rate across voivodeships.

3. The split job-finding to job-separation rate issgty related to the unofficial
distinction to Poland A and B. We can separate ¢gvoups with respect to the
dynamics of reallocation of labour force. The figsoup of the low dynamics
consists of Mazowieckie, Lubelskie, Podlaskie, Nyalskie and tddzkie
voivodeships (Poland A). The group of the high aiyits consists of
Lubuskie, Zachodniopomorskie, Opolskie and Délggkkie voivodeships
(Poland B).

The difference between voivodeships with respeairtemployment rate is
strongly influenced by the inflow to unemploymehtowever, the outflow of
unemployment has to be taken into account. Whanhast important nothing
heralds changes in the flows across Poland A andN&e that Poland A
characterise of low job-finding rate and low sefiararate. It is typical to so called
sclerotic labour markets, where the unemploymese more in a downturn and
stay persistently high. Thus we should expect tha#mployment differentiate
Poland A from Poland B in a downturn. But it is nibte case of Polish
voivodeships. The remark is of paramount importanidee research of Polish
labour market, relating to differences with respecsex, age, social groups and
similar, should take into account the type of mdrPoland (A and B) as strongly
influencing factor.
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FIGURES

In some Figures the following abbreviations areduse

DOLNOSLASKIE

KUJAWSKO-POMORSKIE

DOLN KUJA
LUBELSKIE LUBUSKIE

LUBE LUBU

tODZKIE MALOPOLSKIE

+ODZ MALO

MAZOWIECKIE OPOLSKIE

MAZO OPOL

PODKARPACKIE PODLASKIE

PODK PODL

POMORSKIE SLASKIE

POMO SL4S

WIELKOPOLSKIE ZACHODNIOPOMORSKIE
WIEL ZACH

SWIETOKRZYSKIE WARMINSKO-MAZURSKIE
SWIE WARM

Figure 1. Dashed lines: job-finding rates in vaigehips; dotted lines -- separation rates;
solid lines -- unemployment rates in voivodeshialid vertical lines -- fourth
quarters. Dashed vertical lines -- first quarters.
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Figure 2. Gross Domestic Product. Vertical soliet§ -- fourth quarters. Vertical dashed
lines -- first quarters.
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Figure 3. First component function lof(f;).
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Figure 5. Principal components plotlog(f,).
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Figure 6. First component function lefz(s,).
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Figure 8. Principal components plotlog(s,).
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Abstract: Good implementation of an ERP (Enterprise Resoltanning)
system differs from unsuccessful one before evargtithe ability of both
foreseeing and reducing the amount and the sizeuoferous traps which
appear at every stage of the life cycle projectlém@ntation. In this article,
based on the results of questionnaire sent to $@panies with different
employment size, events affecting the failures bk tERP system
implementation were identified and on their badewel of risk as well as
additional costs related to preventive actions ycaty the probability or
effects of the problem occurrence) were investidjaieo evaluate the risk
values of chosen ERP system implementation taskpoa risk assessment
method was used.

Keywords. ERP implementation system, risk value, risk asses$
methods, risk register, scoring risk method

INTRODUCTION

Information systems suppliers in particular ERP téforise Resource
Planning) systems avoid clearly in their preseatetirisk analysis of the system
mainly for two reasons: the first is the lack oflionited knowledge regarding the
risks in individual sectors of the economy, theeotlior reasons of sales and
marketing. Risk has always aroused panic among bostiomers and retailers
offering the system. Disclosure of threats by thppdier in the first steps of the
sale may be subject to conflicts of interest. Oaeegal principle that is in force is
that the risk in the first stages of the projeca irbidden word. Unfortunately, in
the next stages of the system implementation,dbimes the not needed word and
for its analysis is too late, it remains only mitig the impact of rising incurred
costs. This article presents, a sample list ofsrisér typical ERP systems
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implementation and the risk assessment calculatiethod, that can be useful
running own risk implementation analysis, espegidthr medium and small
enterprises (MSP).
A special case of projects are the ERP implemeamtgirojects, which are
subject to adjustment previously produced softtathbe specific conditions of the
company in order to achieve certain benefits. Riskfiese projects arise on each
stage of the implementation of the ERP system [KwE&.A, 2009]. According to
report (Business Software Report, Management tnstiof Warsaw, 2001) and
analyzing the implementation management systemlisuppnethodology [Nafkha
2014], the implementation of a ready system is listaplemented in five phases:
* preparation of the organization for change — warkaproject organization and
the rules for its implementation,

» determination the business concept - elaboratst @flibusiness processes that
will be implemented by the system,

» implementation - development of a prototype soluti

e preparation for work in the target environmentnstallation, launch (test
integration of the prototype, user training, da@nsfer , preparation of the
working environment) and transmission system opmrat

« start and supervise the work of the system in¢aéenvironment.

In the following article, based on the results wfveys sent to 50 companies
with different structures of employment, we ideetif events affecting the
information management system implementation faduhat occur at every level
in the life cycle implementation project. To idéptihe implementation project key
risk factors, we asked both customers and experthe field of ERP systems
implementation to indicate repeated and commomeir topinion, implementation
failures factors. Participants in the study indéchinore than 42 different problems
occurring during the implementation of the ERP eystIn this study only 25 of
them have been identified as having a negative ¢inpa the time, budget of the
project and product conformity with the projectextijves. Table 1 shows the risk
critical factors ranked by the number of reporteabfem.

Table 1.Types and quantities of identified problems

Id Critical risk factors of repNolrJtr;c?grroblem
1 | Lack of Top Management commitment and support 20

2 | Poor project management team 19

3 | Lack of Departmental cooperation 19

4 | Unclear goals and objectives 18

5 | Incorrect project management 18

6 | Ineffective communications 17

7 | Improper management of expectations 17
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Id Critical risk factors of repNotltg]gf)l;oblem
8 | Incompetent project leader 16
9 | Lack of vendor or supplier support 16

10 | Improper change management, risk and scope of|th 15
project

11| lack of knowledge of their own business procgsse| 15

12 | incorrect system selection 12

13| Analysis and data conversion 12

14| Limitation in resources 12

15| Insufficient training of end-users 10

16 | Lack of new business processes familiarity 10

17 | Non-acceptance of organizational structure ghan 10
and business processes

18 | Poor integration of the infrastructure systems 9

19 | Poor conflict management 9

20 | Using tools supplier 8

21| Ineffective project cost and time management 6

22 | Lack of metrics for evaluating project efficigrand 6
benefits

23| Lack of competence of ERP’s consultants 5

24 | Data losses 2

25| Insufficient testing phase 2

Source: own study based on survey result
PROJECT METHODOLOGIES

Risk assessment according to scoring method feragssessment consist in
the identification of risky tasks that can leadirtgplementation failure and give
them a quantitative measure of the risk level atiogrto an adopted scale. Tasks
classified as risky are grouped into specified gaties. The grouping should be
made by the risk manager (executing the obligatibescribed in the Policy and
Risk Management Plan). Survey participants fillthg questionnaire do not need
to be familiar with risk management, it is suffitighat they present significant
implementation threats in their opinion, and thdme tgrouping and the
formalization of the risk list is made by an expirthis area. In this article, the
following risk categorization has been provided:

1. Organizational - subcategories include (top man&ggnbusiness processes,
strategy, employment policy, company culture, pssqgaanning, finance, staff).
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2. Project - subcategories include (project managenmethods, quality and
implementation team, business development, projesgration).
3. Technical and technological - subcategories inclsigstem functionality,
support, critical IT infrastructure,).
. External - subcategories include (legislation, ¢ksenomic situation, exchange
rate, competition, lobbying ...).
The most common risk categories and their weiglédi on a scale of 1 to 5
are shown in Table 2

Table 2. Risk categories

Category Weight Sign
Technical and technological 3 T

Organizational 4 0]
External 5 E
Project 4 P

Source: own study and assumptions

To carry out a comparative analysis, each probles been prescribed a
certain value on a scale of 1 (least importan§ {the biggest problem). The final
value of each problem is the sum of all valuesilfetf by various participants in
the interview. Since the determination of the philit is done intuitively, the
intuitive probability scheme is defined as follows:

Table 3. Scoring risk value

Range| Risk value (scoringlProbability| Designation
1-4 1 0,1 very low
5-8 2 0,3 low

9-12 3 0,5 medium
13-16 4 0,7 high

17 -20 5 0,9 very high

Source: own study an assumptions

Please note that there is no verifiable method phetisely determine the
risk probability. Therefore, it was decided only determine the range within
which the probability is located. In table 2 théoehtion for each risk category
weight values was entirely subjectively. In one Ifma#tion [Fraczkowski, 2003]
weight constitute a general validity assessmenevafluated risk regarding the
entire project. According to this way of thinkingeights can be implemented for
revaluation (normalization) the risks in each catggand then the whole project.
To calculate risk values for each category befora after preventive actions (in
order to minimize the risk value), in his bookaézkowski uses the following
formulas:
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Non-standardized risk value (before preventativeak

g, ZoRe (1)
n
Standardized risk value (after preventative agtion
_RW, (2)

mx =
- Wawr

Non-standardized risk total value:

Yx Ry 3
Reotar = T
Standardized risk total value:
_ Zx Rzm_x (4)
Rzm_total - T

where:

n - number of tasks belonging to given category,

R, — task risk value belonging to given category,

K - number of categories,

W, - category risk weight,

Rar - average weight value calculated from the formula

R _ 2 W
avr —
k

After summing up indicated scores and assigninggatto each risk factor,
it is necessary to evaluate its effects in ordeapply any simplest strategies for its
elimination or restriction by adding an appropriatest estimation (to handle
emerging problems) to estimated schedule "margsafty".

APPLICATION OF SCORING RISK ASSESSMENT METHOD ON EH
EXAMPLE OF SAP SPRINT SYSTEM IMPLEMENTATION

The scope and cost of the proposed example isfigueasing SAP Business
All-in-One the Configurator (http://www.sap.com/stbn/sme/software/erp/all-in-
one/buy/rds.html), enabling the calculation of ghedicted and the estimated SAP
Business All-in-One rapid deployment solution priceluding hardware, software
and system implementation (without software maiatee cost).

SAP Business All-in-One is a complex, integratedPERIution, prepared by
SAP partners for medium-sized companies. Implentientascope for a typical
enterprise SMEs (Small and medium-sized enterprigdepted in this example
includes the following areas:

* activities related to logistics process in termsaies, distribution and invoicing
including , offer to the customer, customer confratistomer order, sales,
refunds and claims adjustment.
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e Activities related to process of ensuring supplycluding: warehouse
management, purchase offer, a supply contract,hbatanagement, stock
transfer, inventory and purchase settlement.

e Financial Accounting and Management which includgeneral ledger,
accounts receivable and suppliers, liquidity mansyd, accounting and
reporting of fixed assets for finance.

The following assumptions and cost estimation a@sed: total number of
employees 100, number of users 20, licenses cdsR@Q PLN, services 300 000
PLN, total solution cost 584 200 PLN. After workiryt an implementation
timetable, which established the duration and #s®urces assigned to the project
tasks, the next step focus on tasks identificatioat are risky during their
implementation and then assign each of them totadop table 3, range of risk
allocation. According to ASAP (Accelerated SAP noetblogy for
implementation) [Nafkha, 2014], the road map is posed of five well-known
consecutive phases and includes within the follgwasks:

e Project Preparation(P) — some important milestones that need to be
accomplished for this stage include: identifyingearl project objectives,
architect an efficient decision-making processating an environment suitable
for change and re-engineering, building a qualiied capable project team.

e Business Blueprint(B) - to help extract pertinent information about the
company that is necessary for implementation. médion like future business
processes and business requirements are essenkie stage.

« Realization(R) - With the completion of the business in phasé&fctional”
experts are now ready to begin configuring SAP. Realization phase is
broken into two parts: Baseline configuration bagedhe information provided
in the blueprint document and Fine-tuning the syste meet all business and
process requirements necessary to fit company apeeeds. Fine tuning
usually deals with the exceptions that are not Ve baseline configuration

e Final PreparatiorfF) - this stage also concentrates on the fine tuointhe
configuration before Go-live and more importantlye migration of data from
old system or systems to SAP. Workload testinglfoing peak volume, daily
load, and other forms of stress testing), and naté&mn or functional testing are
conducted to ensure the accuracy of data andabditst of SAP system

e Go-Live and support (L) - The Go-live milestonetéelf is easy to achieve.

Examples of risky tasks for the adopted impleméortatare shown in
Table 4.
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Table 4 Types and risk values of selected taskiffierent project implementation phases

Id |Tasks CdCritical risk factor 555 e [P PerOJeCRt ar::aseL
1 |Strategic Analysis O}\J/Inclear goals and o.bJectlves, lack of Tpp 5 |Ixlx|x!x!x
anagement commitment and support
2 |Preliminary project plan #Inclear goals and o_bjectlves, lack of Tpp 5 |x
anagement commitment and support
Pre-implementation Incompetent project leader, lack of
Pl€ ; Departmental cooperation,
3 |analysis including P - Cde 4 X
modeling lack of knowledge of their own business
processes.
License purchase WDelay of license delivery. 1 X
Needed shopping and 7 Lack of co-operation with supplier, delay 3 X
infrastructure preparation — |of devices delivery.
6 Installation and Technical_l_ Poor integration of the infrastructure 3 X
Configuration systems.
7 Installation and functional.l_ Lack of dedicated resources, module is 3 x| x
configuration — Logistics not in time.
Insta_llatlor_l and funct!one l Lack of dedicated resources, module is
8 |configuration - Materials| T not in time 3 XX
Management )
Installation and functional
9 configuration- Financial T Lack of dedicated resources, 3 x| x
Accounting and module is not in time.
Management
BUSINESS DIOCESSES Non-acceptance of organizational
ness p . structure change and business processes
10|modifying accordingto | P ; 3 XX | X
lack of new business processes
accepted company needs. familiarity
11|Administrators training 5;'2;'; training, lack of competent 1 X
12 Training users with rega dT Insufficient training of end-users. 3 X
to purchased modules
Lack of prepared appropriate forms, lack
13|Data migration T|of supplier tools for data conversion , lgss2 X
of data.
14|Data input gr)gs;zr:;got ready yet, lack of data 2 X
Svstem performance System not ready yet, ineffective project
15 te);tin P T [time management, lack of metrics for 1 X
9 evaluating project efficiency and benefits.
system testing in terms of
16 |system functionality T Syste_m not ready yet, Ia_ck of all 1 X
; o functionality system testing.
including interfaces
. . Lack of supplier support , lack
17 Technical support during T |of competence of ERP’s project team 4 X
system startup fine-tunes

Source: own study and calculation
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The risk analysis purpose is to determine the dadine value and
identified risks impact on the project implemeraati Data are collected in a risk
register updated with score risk value and measufaancial and non-financial
consequences reducing identified risks. Table 5wshaisks and costs
of introducing preventive actions of individual j@ct tasks.

Table 5. Risk and costs of introducing preventivioas
Risk | Effects after introducing

Id | Preventive actions Cost . .
value | preventive actions
Defined the purpose and
1 |° All stakeholders identification 3 scope of the project. Top

* Kick-off. 5000 Management commitment
and support.

Clear goal and Project

2 | Internal training, coaching 1000 3| purpose. Top Managemer
commitment and support.
A competent project

manager. Knowledge of

—

« High power decision for PM -
3 |+ External consultants support 3 000 3

. . business process modeling
» Process modeling training 2 000 techniques.
4 | Collecting supplier references - 1 License iretim
5 |° Collecting supplier references - 3 Devices in time.

« Early orders and transfers in time. -

. . . Familiarity with new
6 Qgg:g)?nil }:ﬁ:‘;r(])t;?(')isv\tgflgng - 3 | technologies and easier
P ] solution selection.

« Determine the necessary time -

dedicated for project A dedicated project team.

! implementation 3 Module provided in time.
» Provide separate room. -
» Determine the necessary time
dedicated for project - A dedicated project team.
8 . . 3 ! -
implementation Module provided in time.
» Provide separate room -
» Determine the necessary time -
dedicated for project A dedicated project team.
9 ) . 3 ! -
implementation Module provided in time.
» Provide separate room -
« Collecting supplier references - Business processes
10 |+ Client management support and - 3 adopted to company
co-operation with supplier . needed.

Training on time and

11 | References and trainers certificates ,
meets the user’s needs.
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Risk | Effects after introducing

Id | Preventive actions Cost : .
value | preventive actions

» References and trainers -
12 certificates 3
« Additional targeted training 1000
« Collecting supplier references
13 |+ Request data migration 2 Data migration in time.
methodology
Determine the necessary time
14 | dedicated to preparation and data| - 2 Data input in time.
input

Training on time and
meets the user’'s needs.

Right performance testing

in time.
16 Functionality testing in particular i 1 Functionality testing in

phases of the project time.

15 | Making simulation tests - 1

« Collecting supplier references -
17 |+ Request additional consultancy pi2 000 3 Contract technical support.
support

Source: own study and calculation

A summary of measured key risk indicators showset#&b The proposed
preventive actions reduce the non-standardized-riskcase of acceptance a risk
reduction cost at level 6000 PLN. (which representy 2% of the whole
implementation budget). In this case the risk pbdliig is reduced to one level less
from 3.22 to 2.97. The standardized risk valuergiteventive actions (formula 4)
Is reduced from 3.19 to 2.94. In case of acceptaskeaeduction cost 14 000 PLN
which increases the implementation budget by 4.6F%n the risk probability is
reduced from 3.22 to 2.72 and for standardized vadlke after preventive actions
from 3.19 to 2.69.

Tabel 6. Estimated risk indicators for the impleteeincase

Nr | Risk indicators Cost =6 000 PLN Cost = 14 0QDP
1 | Non-standardized project risk 3,22 3,22
2 | Standardized project risk value 3,19 3,19
3 | Risk value after preventive actions 2,97 2,72
4 Sta_ndardized risk value after preventive2'94 269
actions

Source: own study and calculation

According to risk management theory [KorczowskiQ2) the risk owner
decides how to deal with risk. If the threats rdtuccost does not exceed 5% total
implementation budget, which represent in mostsaseacceptable risk level, the
project is realized without any corrections. In Humpted example, additional cost
of 14 000 PLN. reduces the ERP system implememtdtidure probability by 2
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levels and increases the system implementation diuolg approximately 4.67%
of total implementation budget. In another casecisiien of selecting an
appropriate scenario to deal with the risk valulergs to the steering committee.

SUMMARY

Successful management systems implementation igndept on many
factors related both to the type of activities iemrout by company, and the way
of managing project in particular the selection amsk of risk management
methods. There are no verifiable methods that agtturately determine system
implementation failure or success probability, tmet can determine the interval in
which the success/failure probability of each taskocated. Risk assessment
according to scoring method for risk assessmensisbrin the identification
of risky tasks that can lead to implementationuf&l For such risky tasks, a set
of key factors that have directly influence on pajfailure are selected. Next for
each problem a range of risk value was adoptecdteSihe determination of the
implementation risk probability takes place intgly, based on the experiences
and statements of specialists risk values are meted on the basis of indicated
key factors number related to given implementatamks execution. Subsequently,
and after assigning each task to one of set cdesggorganizational, project,
technical or technological, external), risk indarst before and after preventive
actions were calculated.
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Abstract: The aim of this paper was to compare the new tecien(survival
analysis) used in the credit risk models with ttaglitional one (discriminant
analysis), analyse the strengths and weaknessbstlofmethods and their
usage in practice. This study attempts to use neaormmic data to build
models and examine its impact to the prediction.tRis purpose, a number
of models was built on the basis of the sample5gf7lenterprises including
494 defaults. The time range covered by sample2@ag-2012.

Keywords:. survival analysis, discriminant analysis, macesiables, rating
model

INTRODUCTION

Credit risk is the most important type of risk tdieh banks are exposed.
This is due to their role as financial intermediariAlso different factors have an
impact on the credit risk level in banks, includitlge credit conditions and
creditworthiness methods. The main factor limitthg risk of the credit portfolio
is good economic and financial situation of theers, in this case - company.
Therefore, a special attention to the proper assm#s of customers’
creditworthiness should be paid and then the suigsggmonitoring of their
financial situation should be carried out.

The wide range and increasing availability of thedd in modern societies
have led to the inordinate indebtedness of mansola@rs (Allen and Rose, 2006).
Since the problem of insolvency is getting bigged &igger, the interest in the
effective management of customer debt repaymeais@sgrowing.
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The recent developments in the financial literatdeenonstrate the various
questions posed in front of the financial analystso build models based on
survival analysis. Over the past 25 years, thishogtwas implemented and
successfully used in many fields of finance. In 9,98ltman suggested measuring
the expected mortality of bonds and, consequeltis rates in a similar way to
that which actuaries use to evaluate human mort&tit2000, Altman and Suggitt
(2000) applied this analysis to assess the riskogborate loans. In 1998, Lando
estimated the bond default time, using a propoalidrazard model for survival
analysis, and applied macroeconomic variables adigiors (Lando 1998). The
same approach was applied to modelling creditiristhe valuation of bonds and
other financial instruments by Pierides (1997).

However it is recognized that the idea of the aggpion of survival analysis
in the credit risk models (credit scoring) wastfissed by Narain in 1992, and
further developed by Carling et al. (1998), Stepanand Thomas (2002), Allen
and Rose (2006), Malik and Thomas (2006). In ak#papers the parametric or
semiparametric regression techniques for modeliregtime to default (duration
models) were used.

An interesting research was done by Nunes at 8ll4® where authors using
probit regressions and on the basis of two resesaafples: 1589 family-owned
SMEs and 485 non family-owned SMEs checked whethere are significant
differences between family-owned SMEs and non-fgoiined SMEs for
determinants of survival. The results obtained slibg existence of significant
differences between these two types of companiethédeterminants of survival.
In the context of family-owned SMEs, authors thithlat: size, age and R&D
expenditure are neither positive nor restrictiveedainants of survival; cash flow
and labour productivity are positive determinantsuarvival; and, debt, interest
paid and risk are restrictive determinants of sualviln case of the second group of
SMEs, size, age, cash flow, debt and R&D expenglitine positive determinants of
survival, with interest paid, risk and labour protiaty being neither positive nor
restrictive determinants of survival.

In the paper written by Glennon and Nigro (2G0&)was presented that the
default behaviour of the analysed loans is timesisiga. The likelihood of default
iIs pretty high at the beginning, then peaks in seeond year, and declines
thereafter. Authors used a discrete-time hazardetrarad from the received results
showed that the likelihood of default is conditibrman customer, lender, loan
characteristics, and changes in economy.

1'P. M. Nunes, Z. Serrasqueiro, J.V. da Silva: “Fgmivned and non family-owned

SMEs: empirical evidence of survival determinanEcbnomics and Business Letters, 3(1),
pp.68-76, 2014

2 D.C.Glennon, P.Nigro: ,Measuring the Default RefkSmall Business Loans: A Survival
Analysis Approach”, Journal of Money, Credit, ananRing, Volume 37, Number 5,
October 2005, pp. 923-947.
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Giovannetti et al. (2013) wanted to check the weghat the

firms’ survival is often seen as crucial for ecomomgrowth and competitiveness
In their research they considered business demlgrap Italian firms, using an
original database. They considered consider tleeedfect, technology, trade, FDIs
and innovation on companies’ survival probabilifthe results obtained suggest
that size and technological level positively affdet likelihood of firms’ survival.
It was also interesting that the internationaliziechs showed higher failure risk:
on average competition is stronger in internatiaomarkets, forcing firms to be
more efficient. However, large internationalizedm® were more likely to
‘survive’.

Different approach was proposed by Moon and SobaXP. According to
authors, the scorecards are often filled-in bagethe evaluator’s total perception
rather than the individuals’ scores of which therscards are built. Authors
proposed a survival model that considers the tindefault as well as the total
perception scoring phenomenon. Their approach eanskd during the decision-
making process in various areas of technology, éiample in R&D), alliances,
transfers, and loans.

Papers regarding such types of models in Poland traich shorter history.
The implementation of the western models to thekataof enterprises which
function in the transition economy such as Polaaited. It appeared that those
models are not successful in conditions of thetipali and economic changes.
Unsatisfactory effects of using foreign models oli$h conditions contributed to
developing research into domestic models. The mpoptilar became the models
based on discriminatory analysis as it is the adsead.

We propose a model for companies’ prediction basedthe survival
analysis. This model will be compared with the madgng the traditional method,
i.e. discriminant analysis.

The paper is structured as follows. Section 2 dessrthe approaches used
to estimate the probability of default. In Sectidnthe data set was described.
Results of the models are presented in Sectioeetidh 5 contains conclusions.

DISCRIMINANT ANALYSIS

Discriminant analysis is used to determine whichHaldes can be used to
identify two or more groups from the analyzed dst It allows identifying these

3G. Giovannetti, G. Ricchiuti, M. Velucchi: Sizeniovation and internationalization: a
survival analysis of Italian firms”, Applied Econdes,Volume 43, Issue 12, 2011, pp.

1511-1520.

4T.H.Moon, S.Y.Sohn: “Survival analysis for techogy credit scoring adjusting total

perception”, Journal of the Operational Researahiebp (2011) 62, pp.1159-1168.
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variables which allows classification of differagroups with higher accuracy than
the random ones.

The purpose of discriminant analysis is a corréadsification of observations into
two subspaces defined as groups. Discriminant iome$ defined as maximization
of the distance between subpopulations (groups)discriminant analysis the
classification of units as defaults or non-defauisbased on minimum two
explanatory variables. Simultaneously the analysiscarried out taking into
account all selected ratios. It is crucial to fimat dependencies between variables
enabling a correct distinction of entities. In disgnant analysis the dependent
variable is qualitative (binary). The classificatiof entities is based on linear
discriminant function. Synthetic ratio arose agsutt of applying the model (value
of the function) makes it possible to classify grgity. However the discriminant
analysis are limited to certain extent. It is pbksito apply it when the analysed
ratios are normally distributed. It is also necegsa meet the assumption of their
independence and completeness. The lack of fuilinof assumptions influence
negatively the classification capacities of the elodChecking whether the
assumptions about ratios were fulfilled can befigtiby applying relevant tests
and statistical procedures.

Discriminant functions, which are used to build tiwalriate warning bankruptcy
models, take different forms — linear, square, etc.

Linear discriminant function takes the following rio (Ptak-Chmielewska,
Peczkowski 2009):

Z=ap+a X1 +aXz+ ... +taXp, 1)

where:

Z — target (dependent variable),

ap — constant,

a; —-a, — parameter estimates (weights),

X1, Xo, ..., Xn — explanatory variables (financial ratios).

The presented discriminant function is also knoven aa Fisher discriminant
function. Parametersa, are called discriminatory factors (weights). Afte
determining the discriminant function the next stepo define the limit, allowing
for classification of the individual being at adimcial risk or not. Usually a mean
value of the discriminant function is being detered for each group and then the
cut-off value between the means. If the z valuetlfier current company is lower
than Zu.ottthen the company is classified as being at ban&yupigk otherwise is
classified as a good company. The model’s effigieilscassessed calculating the
type | and type Il error. The first one determirtbge percent of companies
classified as being at bankruptcy risk, while tleeond category represents the
percentage of companies classified as good ones.
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Altman, who presented his model in 1968, is consideto be the precursor
of multi-dimensional modelThis model is a combination of ratio analysis and
statistical method - multivariate discriminant aisé. The author analyzed 22
factors on a group of 66 companies (33 bankrupt3hdon- bankrupt onedhn
the subsequent stages of the analysis he discéndedeaker predictors and the
final model included 5 indicators. In 1977, Altmand his team conducted further
studies related to the companies’ bankruptcy ptiedicHe analyzed 58 bankrupt
and 58 healthy companies. The result is a modedistimg of 7 variables without
specified weights, and hence a discriminant functi@s not designated. Prediction
of bankruptcy a year before the event reaches 9@845ayears before the event
amounts to 70%.

The next version of Altman's model was developeti9@3. E. I. Altman has made
changes in the weights assigned to the variablésedirst model. The value of the
misclassification error was 6%. The next improvetmeh the Altman model
concerned reducing the impact of economic and inggpecificity to the Z index
value. Altman models have been developed for coiepamperating in the U.S.
market. Its application for companies operatingthner conditions does not give
very high discriminatory power.

The Z-Score Model selected for this paper applicatias based on the following
revised model:

Z=0.717X1 + 0.847X> + 3.107X3+ 0.420X4 + 0.998Xs

where:

X1 =Working capital/Total assets

X2 = Retained Earnings/Total assets

X3 = Earnings before interest and taxes/Total assets
X4 = Book value of equity/Book value of total debt
Xs = Sales/Total assets

Z = Total Index

In the estimation data, the Z-Score Model classifterrectly 90.9% of
bankrupt firms and 97.0% of the non-bankrupt firimsall, the data included 66
firms (33 + 33). Thus, the classification accura@s only slightly less impressive
than for the original model. Altman did not tesé tnodel on a secondary sample
due to lack of a private firm data base. In coniclgdremarks, Altman (1983)
regards the general applicability of his Z-Scoredelaas debatable. The model did
not exclude very large and very small firms, theaslation period was quite long,
and the analysis included only manufacturing corgzandeally, development of a
bankruptcy predicting model should be done basech@mogenous group of
bankrupt companies and data as near to the prasgmssible. Altman advised the
analysts interested in practical utilization of #¥&core Model to be careful.
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SURVIVAL ANALYSIS

Survival analysis is a collection of statisticabpedures for data analysis, for
which the analyzed variable is the time of the év&o it is a study in time,
counted from the time when a case "came into" ebsien until the occurrence of
the event.

The idea of using the survival analysis to assesditcrisk, and more particularly
to model PD (Probability of Default), is shown oigife 1. It shows three cases
that may occur in practice during the lifetime afanpany.

The first customer (A) defaulted before the enthefcredit. In this case, the
lifetime of the customer (time to default), is oh&ble during the analysed period.
Customers: (B) and (C) present two different siturt. In both of them it is not
possible to observe the time of default, so theuistaf them is censored. In case of
customer (B) it is only the time from the starttbé loan to the end of the study,
while in case of customer (C) presents a situatibrere the end of the loan
occurred before default (i.e. early repayment).

Figure 1. Idea of the survival analysis

A Default

No defaul

C NSJ default

0] t
Source: own elaboration

Survival and hazard function

Two important functions in survival analysis are gurvival function and
the hazard function. The first function is a coatios function representing the
probability that the ‘failure timeT of an individual (company in this case) is
greater than time

sltjx) = P(T >t[X = x) =I f (uxpu 2)
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The hazard functiom(t) represents the point in time default ‘intensigy’ timet
conditional upon survival up to time

. p(th <t+AtT 2t, X :X)_ f(t|x)
h{tx) = fim, At - slx) ! )

There are many different models used in survivabhamis. Models are
differentiated according to assumptions about fonet form of hazard rate and its
variability in time. In practice the most frequgntised model is proportional
hazards Cox regression model. For this reasonntbidel was presented in more
details in this paper.

For Cox regression model the hazard function ismgiyy formula:

h(t]x,,...x ) =h(t)exdax +..+a. %), (4)
where: hy(t) - means base hazard, parametrically non-spedifiection of time

andxi,Xo,...Xk- means explanatory variables (including time delpanvariables).

Cox proposed also the special type of estimatiothatkt called pseudo-
likelihood (Cox, 1972). This method divides the elikood function for
proportional hazards model into two parts: firstluding only information about
parameters and second, including information abpatameters, and hazard
function. Division into two components is justifiddcause first depends only on
sequence of events occurrence, does not depengachtene of occurrence, and
the second is 0 and is omitted.

Main advantage of Cox model (and other semi-panacn@nodels) is
assessment of many variables (including time degendariables) influence on the
process without necessity of base hatg(t specification. The main disadvantage
of Cox model is hazard proportionality assumptidhis assumption impose that
for each pair of individuals in any time the hazeatk is fixed. The relative hazard
(ranking) for individuals is stable in time.

Despite this limitation of Cox model, it is espdgiaattractive for
researchers in case of (Blossfeld and Rohwer, 2002)

- unknown shape of hazard in time;

- no theoretical bases for parameterization;

- no possibility of functional shape of hazard sfestion;

- main interest is focused on explanatory variabi#lsence on hazard.

Above mentioned advantages in using Cox regressiodel make this
model useful in risk of enterprises’ liquidation daeting. The only disadvantage of
this model is proportionality assumption which imeplfixed proportion of hazard
for individuals during the observation time peridthis problem may be solved by
including additional time dependent variables ire tmodel (like interaction
between variable and the time). For checking ttepgntionality assumption the
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easy way is to include the interaction with tinfee significance of this parameters
confirm that the proportionality assumption is wid. In this case model is named
non-proportional hazards Cox regression model. Resfl Cox model estimation
are parameters describing the influence of exptapatariables on the probability
of event occurrence and on the base hazard (the farall individuals, dependent
only on time).

DATA DESCRIPTION

The available data comes from one source and cevpesiod from 2002
to 2010 (2004-2012 for defaults history), so thelgleconomic cycle was covered
and therefore, the condition required for paramesgimation of PD is fulfilled.
There are 1053 good and 494 bad companies in thplsaThere are 2910 F&
total. The sample was limited to companies witmower between 2-35 million
Euro.

Additionally, the macroeconomic variables were uigield in the study.
These variables are shown in Figure 2. It is wonéntioning that in the models
using discriminant functions these variables wetaics (applied at a certain
moment of time, e.g. at the date of bankruptcy)wehler, in the models using
survival analysis, these variables were dynamit.vAlues were available at the
time of FS date (end of calendar year).

For the purpose of this analysis only three vaeshblere selected: GDP
(Gross Domestic Product — dynamics), unemploymené r(in %) officially
registered, CPI (Consumer Price Index). It is etgmbdhat high and increasing
GDP should positively affect the probability of delt. High unemployment rate is
characteristic for downturn in economy and shouldrease the probability of
default. The effect of CPI (inflation) is not obu® but higher inflation is rather
positive in economy and should decrease the priifyabf default in enterprises
segment indirectly.

An important issue, when estimating the PD parametehe fact that the
length of the observation period of the data usedhe parameter estimation must
be at least five years, and come from at leastsonece, regardless of whether the
source is internal, external, or a combinationathl{Basel requirements).

5 FS — financial statement
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Figure 2. Macroeconomic variables in the analyssibg
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Source: GUS (Polish Central Statistical Office)atbatse
THE RESULTS OF THE MODELS

In our empirical analysis we have applied AltmarScore model to our
sample. In the next step we estimated the sur@eal model with the same ratios
as in Altman’s model. In the final step we havduded macroeconomic variables.
In each step we checked the proportionality assiomjxt Cox model.

In a first step the Z-Score Altman’s model was #&gupbland Z-Score
discriminatory power was not very high (AUC=0.699)is assumed that AUC
should be at least 0.75-0.80 to assume the distabmiy power as satisfactory. For
the sample of Polish enterprises the effectivermdégis model was rather low-
medium. It could be due to high heterogeneity of $ample. The sample
represents rather homogenous group of enterprsizs as concerning the size but
heterogeneous as far as concerning the type oftgdtoranch).

In the next step the Cox regression model withioaigAltman’s variables
(ratios) was estimated. All five ratios were sigraht (see Table 1).

The strongest influence was like in Altman’'s Z-Scdior ratio X
(Earnings before interest and taxes/Total asskis)ease by 1 unit in this ratio
leads to the decrease of default risk by about 90%.

Accuracy power of this model is much higher compaurio Altman’s Z-
Score and amounts to AUC=0.746. This level of mtadd power may be assumed
to be on the medium level.
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Table 1. Results of the Cox regression model withiimal Z-Score ratios

Parameter| DF Par.ameter Standard Chi-Square | Pr. > chi Haz_ard
Estimate Error Ratio
X1 1 -0.35351 0.08611 16.8557 .0001 0.70p
X2 1 -0.92721 0.20987 19.5195 .0001 0.396
X3 1 -2.42348 0.23393 107.3235 .0001 0.089
X4 1 -0.41582 0.06930 36.0033 .0001 0.660D
X5 1 -0.16972 0.03212 27.9141 .0001 0.844

Source: own elaboration

It was necessary to check the proportionality aggiom in Cox regression
model. One of the simplest ways of checking thisuagption is to include the
interactions with time for variables:Xs (see Table 2). Significant interaction
effect means lack of proportionality assumptionfifolent. In our model the
interaction with time was significant fors»Xs.

The interaction with time for variables; and X is significant. For those
variables the assumption of proportionality is ifldfl. For variables ¥Xs the
negative coefficient means that the negative imidgeon the risk is enhanced with
time.

Cox survival model is named non-proportional modehen the
proportionality assumption is not fulfilled. Thecacacy ratio for such a model is
much higher AUC=0.827.

The next step was to include the macroeconomicabbas in Cox
semiparametric model. Results for such a combinatie quite promising. The
included variables were significant (except infiadi. Results are presented in
Table 3.

The higher the GDP and unemployment rate levelddiver the risk of
enterprises’ default. The direction of unemploymeate influence is not obvious.
However it is not confirmed in other research rssulhe accuracy power of this
model is even higher than the previous one. Macm@wic variables increase the
effectiveness of the model. The accuracy level begssessed as satisfactory.

Table 2. Interaction with time in Cox regressiond®lo- proportionality assumption

Parameter DF Parz_;\meter Standard Chi-Square Pr. > chi
Estimate Error
duration*X1 1 0.00631 0.00599 1.1101 0.2921
duration*X2 1 -0.01065 0.01451 0.5381 0.4632
duration*X3 1 -0.06547 0.01536 18.1651] <.0001
duration*X4 1 -0.05530 0.00474 136.2655 <.0001
duration*X5 1 -0.02548 0.00216 138.7192 <.0001

Source: own elaboration
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Table 3. Semiparametric Cox model with macroeconorariables

Parameter DH Parqmeter Standard Chi-Square| Pr. > chi Haz"?“d
Estimate Error Ratio
X1 1 -0.56683 0.08378 45,7800 <.0001 .56
X2 1 -1.39851 0.20301 47.4556 <.0001 247
X3 1 -2.62719 0.22354 138.1217 <.0001 .07p
X4 1 -0.45197 0.07127 40.2140 <.0001 .636
X5 1 -0.17275 0.03288 27.6053 <.0001 .841
GDP 1 -0.16940 0.02839 35.5974 <.0001 .844
Unemployment 1 -0.16784 0.02647 40.217% <.0001 .845
CPI 1 0.08828 0.06511 1.8383 0.1752 .09pR

Source: own elaboration

Table 4. Cox regression model with macro variables interactions with process duration
- nonproportional hazards

Parameter DF Parz_;\meter Standard Chi-Square|  Pr. > chi
Estimate Error

duration*X 1 -0.00945 0.00906 1.0874 2971
duration*X2 1 -0.02461 0.02165 1.2925 .2556
duration*X3 1 -0.05049 0.02224 5.1548 .0232
duration*X4 1 -0.01474 0.00489 9.0809 .0026
duration*X5 1 -0.00411 0.00220 3.4828 .062(
duration*GDP 1 -0.03799 0.00185 422.9914 .00011
duration*Unemployment 1 -0.07100 0.0030d 559.2011 0001
duration*CPI 1 -0.12050 0.00540 497.1254 .0001L

Source: own elaboration

The interaction with time for CPI is significaniplever the estimation for
this variable was not significant.

CONCLUSIONS

In recent years there have been many changes iorédit environment.
Banks offer a variety of financial products to alevrange of customers, including
those who do not know the law. In view of the rapidrease in the volume of
information on the applicants, the financial ingittns have the ability to seek out
and create newer and more sophisticated credit isiode

In view of the recent financial crisis, banks hagelized the need to take
account of macroeconomic variables in these modatge the economy has a
huge impact on the ability of customers to settbilities. Since the method used
does not allow taking into account in the modatsetidependent variables (time
dependent), there is a need to find such methbdeeins that survival analysis is a
technique that is facing these requirements, becauselps to determine when a
specific event occurs in the future, and not jagtredict whether it occurs at all. In
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the case of credit, this event is of course theluency of the borrower. Banks

want to know when a customer ceases to repay thandment to be able to

prepare in advance for this event, and possiblg tadtion to minimize losses. The
possibility of macroeconomic variables, makes thesmlels dynamic, and the
banks can observe how these variables affect le¢ ¢é bad debts.

Currently the most common method used in the defaabels for SMEs
is the discriminant analysis or logistic regressibseems, however, that more and
more importance is put on the survival analysig tits properties. From the
presented description of the survival analysisait be noted that there are several
reasons why it is worth using it as an alternamethod to traditionally used static
models (e.g. logistic regression models). Firsalgfit should be emphasized that
the use of survival analysis in modeling the congmbankruptcy risk can extend
the standard static approach into the dynamic one.

Other advantages of using the survival analysihateare as follows:

1) possibility to use censored data - event ocatmsn the company is eliminated
from the observation data set before registeriegdifault,

2) avoiding the instability which can appear doerigidly fixed length of the
observation time,

3) event time estimation allows following the ridéfault intensity,

4) obtaining the “dynamic” probability forecasté event (forecast value is a
function of time), which is very useful when detemmg the appropriate
strategy and policy,

5) ability to implement changes in the economiwimmment in credit risk
assessment using time dependent variables suchae wariables.

Generally, usage of the survival analysis as aarradtive approach to
model bankruptcy (default) risk, gives the wideawte to use the results of these
models than when using the standard statisticalhoalst gaining also the
improvement of the model bankruptcy prediction.our further research we are
going to include more macroeconomic variables wpititential influence on the
analysed process of bankruptcy. We will apply thwdel also on more
homogeneous sample with the latest available data.
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Abstract: Article presents a ROC (receiver operating charatke) curve
and its application for classification models’ asgaent. ROC curve, along
with area under the receiver operating characteiatJC) is frequently used
as a measure for the diagnostics in many industriekiding medicine,
marketing, finance and technology. In this artickes discuss and compare
estimation procedures, both parametric and nonmpetréc, since these are
constantly being developed, adjusted and extended.

Keywords: ROC curve, AUC, classification models’ assessment

INTRODUCTION

Plotting the ROC curve is a popular way for disdniatory accuracy
visualization of the binary classification modelsdathe area under this curve
(AUC) is a common measure of its exact evaluatR@C methodology is derived
from signal detection theory developed during th&/érld War where it was used
to determine if an electronic receiver is able igtidguish between the signal and
the noise. Nowadays, it has been used for the dsiigs in medical imaging and
radiology[Hanley and McNeil 1982], psychiatry, méamturing inspection
systems, finance and database marketing.

The ROC analysis is useful for the following reasofl) evaluation of the
discriminatory ability of a continuous predictordorrectly assign into a two-group
classification; (2) an optimal cut-off point seliect to least misclassify the two-
group class; (3) compare the efficacy of two (orej@redictors.
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Many parametric and non-parametric estimation ndthdave been
proposed for estimating the ROC curve and its aaat summary measures. In
this study, we focus on three methods which havenbmostly employed in
practical applications. In the following sectiorfdloe article we introduce notation
and the basic concepts of the ROC curve and AUGumeaThe further sections
are devoted to one parametric and two non-paramneeihods of ROC and AUC
estimation. The paper ends with a simulation stmty short discussion in the last
section.

MEASURES OF BINARY CLASSIFICATION PERFORMANCE

Determination of the ROC curve and the area unuerctirve is related to
the classification matrix construction (Table 1ldasalculation of sensitivity and
specificity measures.

Table 1. Classification matrix

Predicted value

Positive (P) Negative (N)

Positive (P) True positive (TP) False negative (FN)

Real value

Negative (N) | False positive (FP) | True negative (TN)

Source: own preparation

ROC curve is a set of point§X, y) : X =1 — specificity, y = sensitivity
where for a particular decision threshold valuesensitivity and specificity is
determined. Sensitivity is a ratio of true positoases to all real positive cases:

TP
= (1)
TP+ FN
whilst specificity determines the share of true ategs cases to all real negative
cases:

TN
PPN )

The interpretation of these measures is as foll@essitivity is the ability of
the classifier to detect instances of a given cl#ss conditional probability of
classification for the selected class, provided tha object actually belongs to it).
In turn, specificity determines the extent to whitiie decision classifier of
belonging to the selected class is characterizedth®y class (supplement
conditional probability of classification for theslected class, provided that the
object of this class should not be).
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It should be noted that the output values genefiayetie model (e.g. neural
network, logistic functions) belong to a certaimga, therefore, the threshold
should be determined on the basis of which thegas®nt is made of the cases to
particular classes. When determining the valuenefdecision threshold in the

range [0, 1], and settind (X) such that:

0 for x<u
f(x)= 3
) {lforxzu )

a set of points can be obtained, which allows ¢ thle ROC curve.

In order to present the mechanism of the ROC cplotting the following
example will be shown. Table 2 contains examplér ii® observations sorted in
descending order of a classifier probability (stlech scoring model) with the
actual classification of the observations (1 or The next columns in the table
include the settings of the actual and predictedsifications (TP, TP + FN, TN,
TN + FP). SE column shows the sensitivity in acaoa with formula (1), and the
SP column - specificity determined by the form@h (

Table 2. Mechanism of the ROC curve plotting

No. | Classifier | 1\ ass TH TP+FN SE TN TN+FP SP  1-9P

obs. | probability

1 0.90 1 1 5 04 5 5 1 o
2 0.85 1 2 5 04 5 5 1 o
3 0.75 0 2 5 04 4 5 0.8 0.2
4 0.70 1 3 5 06 4 5 0.8 02
5 0.55 1 4 5 08 4 5 0.8 02
6 0.45 0 4 5 08 3 5 0.6| 0.4
7 0.40 0 4 5 08 2 5 0.4 0.6
8 0.35 0 4 5 08 1 5 02 08
9 0.25 1 5 5 1 1 5 02| 08
10 0.10 0 5 5 1 o 5 00 1

Source: own preparation

The ROC curve for the data presented in Table 2theadollowing form
(Figure 1). The ROC curve was determined based @molservations only,
therefore this curve has a discrete character. ase cof a larger number of
observations, the curve would be more smooth.

For the purpose of interpretation and comparisomaftiple curves, two
possible variants of the ROC curve are shown infgi@.
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Figure 1. ROC curve for the data in Table 2
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Figure 2. The ROC curve and its possible variants
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Curve, which coincides with the diagonal curve, haglassification ability.
The more the curve is convex and approaching tiperuleft corner, the better the
discrimination has particular model. Highest (petfeorrectness puts classifier in

(0,1).

Comparing ROC curves on the graph may be subjeerrnar, especially
when comparing a large number of models. Therefseyeral ROC curve
summary measures of the discriminatory accura@y tefst have been proposed in
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the literature, such as the area under the curvgC)Aor the Youden index
max = {Se(u) + Sp(u) - 1} [Youden 1950].
Cc

THE AUC ESTIMATION

One of the main feature associated with the RO@e;us that curve is
increasing and invariant under any monotonic irgirga transformation of the
considered variables. In general AUC is given by

1
AUC = [ ROC(u) du (4)
0

Moreover, letX, and X, denote the class marker for positive and negative

cases, respectively. It could be shown tftIC = P(Xp > Xn). This can be

interpreted as the probability that in a randomdyested pair of positive and
negative observations the classifier probabilitiigher for the positive case.

Since the ROC curve measures the inequality bettfe=good and the bad
score distributions, it seems reasonable to shoslasion between the ROC curve
and the Lorenz curve. Twice the area between thenizocurve and the diagonal
line at 45 degree corresponds to the Gini concimtrandex. This leads to an
interesting interpretation of the AUC measure imme of the Gini coefficient:
Gini = 2AUC -1.

Parametric estimation
A simple parametric approach is to assumeXheand X, are independent
normal variable wittX , ~ N(,Llp,af,) and X, ~ N(,un,af). Then the ROC curve
can be summarized as follow:
ROC(u) = dla+bd?*(u))  uO[of] (5)

where a = (,up —,un)/ap, b=0,/0, and ® indicates the standard normal
distribution functionX ~ N(O;L). Furthermore,

AUC = | Ho | o equivalentlyAUC = CD[ a J (6)

(o, +o} V1+b?

and can be estimated by substituting sample meahstandard deviations into all
above mentioned formulas.
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In practical applications the assumption of nortyah untenable, therefore
transformation such as the log or the Box—Cox isrofuggested [Zou and Hall

XY forazo -
log(X) for A=0

2000], and the estimator (6) is then applied totthasformed data. Based on the
observations on the positive and negative caseappropriate likelihood function

can be constructed and maximized givirﬁg, the maximum likelihood of
estimate A .
Non-parametric estimation

a)

The area under the empirical ROC curve is equahéoMann—Whitney U
statistic [Mann and Whitney 1947] which is usuattymputed to test whether the
levels on some quantitative variabd in one populationP tend to be greater
than in second populatioN , without actually assuming how are they distrildute

in these two population. This measure provides abiased non-parametric
estimator for the AUC [Faraggi and Reiser 2002]:

1 for x,; >X;

1 Qu 1
AUC = _lzl|(xpi,xnj) with 1= for x, =X, (®)
p''n Il =

0 otherwise

where N, N, are the number of positive and negative casesectsply.

Unfortunately, this estimator in some situationni® recommended, because it
conceptually requires alN ;N comparison and when we are dealing with large
number of observations, computational time couldldr®y. Sometimes in (8)
sigmoid function is used instead of indicator fuort[Calders and Jaroszewicz
2007].

b)

When calculating the area under the curve it shdxddnoted that the
probabilistic classifiers give the values of theput vector other than the zero and

one. Therefore, havingn cases classification,,...,0,, belonging to a set classes
C={C,,C,} according to the decision thresholdi, sorted so that
0=s(C,,0)<..£%¢(C,,0,)=1 and 1=sp(C,,0,)=...2(C,;,0,)=0
the area under the curve could be calculated &jmetoidal integration:
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1 m
AUC = _EZ (Spse_, — spi4S8) 9

where se =se(C,,0,) represents the sensitivity of the classificatioth case to
the classC,, sp, = p(C,,0,) is the specificity of the classificationth case to

the classC,. The trapezoidal approach systematically undeneséis the AUC,

because of the way all of the points on the RO@eare connected with straight
lines rather than smooth concave curves.

To overcome the lack of smoothness of the empidstimator, [Zou et al.
1997] used kernel methods to estimate the ROC cwivieh were later improved
by [Lloyd 1998]. Kernel density estimators are kmotw be simple, versatile, with
good theoretical and practical properties.

TESTING DIFFERENCES BETWEEN TWO ROC CURVES

To compare classification algorithms by comparing &rea under the ROC
curves, is used the following procedure describgdBradley 1997][Hanley and
McNeil 1983]. We consider the following set of hyjpeses

H,: AUC, = AUC,
H,: AUC, # AUC,
to evaluate it, the following test statistic is dise
_ AUC, - AUC,
Z - ~ ~
JseE2(Adc, )+ se?(AUc, |
which has the standardize normal distributNﬁO,l), and where
R -8+ (n - - 82+ _ _pn
se(adc)- \/ 6(L-6)+(n, ~1)Q -6 ) +(n, ~2)Q, - &°) 12)
nn,
_ 6 _ 267
Q=5 0 % 10
where n, and n, are the number of negative and positive exammspectively
and @ is the true area under the ROC curve (but in m@ainly the estimator

AUC is used).

(10)

(11)

(13)
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SIMULATION STUDY

In order to check the performance of the select&dCAestimator, we
conducted the simulations based on the data usetklecom customer churn
modelling (the loss of customers moving to somesottompany). The data is a
collection of "Cell2Cell: The Churn Game" [Neslif@] derived from the Center
of Customer Relationship Management at Duke Unityerdocated in North
Carolina in the United States. They constitute regentative slice of the entire
database, belonging to an anonymous company opgratithe sector of mobile
telephony in the United States.

The data contains 71047 observations, wherein @asérvation corresponds
to the individual customer. For each observationv@fiables are assigned, of
which 75 potential explanatory variables are usadnhodels construction. All
explanatory variables are derived from the same fpariod, except the binary
dependent variable (the values 0 and 1) labeledchsrn”, which has been
observed in the period from 31 to 60 days laten ttiee other variables. In the
collection there is an additional variable "calibri identify the learning sample
and test sample, comprising 40000 and 31047 olismmga Learning sample
contains 20000 cases classified as churners (Eaard 20000 cases classified as
non-churners. In the test sample, which is usedheck the quality of the
constructed model, there is only 1.96% of peopleo wjuit. Such a small
percentage of the class highlighted can be oftandan the business practice.

In this study similar set of modelling techniqueashbeen used as in
[Gajowniczek and zbkowski 2012]. These were artificial neural netwsyrk
classification trees, boosting classification tredsgistic regression and
discriminant analysis.

After estimation thel parameter by power transformation, we observed
that most of the distributions (Table 3) have r@ hormal distribution based on

Shapiro-Wilk normality test atr = 001. As stated in [Krzgko et al. 2008],X ,
X, may not have a normal distribution, but the reagpbased on the ROC curve

built for a normal distribution may give good rdsulbecause the ROC curves do
not count individual distribution, but the relatsitip between the distributions.

Table 3. Tests for normality

Negative cases (churn=1) Positive cases (churn=p)
p-value A p-value A
Artificial neural network (SANN) 2.88E-18 1.18 056 1.37
Boosting classification trees (Boosting)  1.02E-22 61.1 0.2164 1.41
Logistic regression (Logit) 1.01E-08 0.77 0.0380 710.
Classification trees (C&RT) 7.93E-51 1.13 1.20E-16 51.5
Discriminant analysis (GDA) 2.27E-08 0.79 0.0181 800.

Source: own preparation
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Very small differences can be seen in Table 4 ammrgparametric AUC
estimates. The biggest difference in AUC can beolesl in case of classification
trees. This is due to the fact that C&RT assigrnseolations to the leafs. Within
each leaf there is the same probability of belogpdmthe positive class. Therefore,
when there are only few leafs in the tree then we'tdexpect the distribution of
probabilities to meet the assumption of normality.

Table 4. AUC estimation using different techniques

Mann- Trapezoidal Normal
Whitney integration | assumption
(non- (non- (parametric)
parametric) | parametric)
Artificial neural network (SANN) 0.6242784 0.624278| 0.6864752
Boosting classification trees (Boosting) 0.6632097 0.6632097 0.7045478
Logistic regression (Logit) 0.618968" 0.6189685 00F12
Classification trees (C&RT) 0.6215373 0.6227865 50052
Discriminant analysis (GDA) 0.6190384 0.6190384 288527

Source: own preparation

Table 5 show the critical levels (p-values) fortites differences between
two ROC curves based on Mann-Whitney estimatio® Aypothesis of equality of
the areas under the ROC curve could be reject whealue are smaller than
accepted level of significance. It can be obsertred, at the significance level
a = 005, the areas under the curves for the SANN, LogtRT, GDA are not
significantly different. Only the AUC measures #oosting significantly differs
from the other methods.

Table 5. P-values for the differences between tWCAneasure

SANN Boosting Logit C&RT GDA
SANN 1.00000000 0.02417606 0.75930305 0.931390896237611
Boosting 1.00000000 0.01042189 0.01925184 0.019643
Logit 1.00000000 0.82563864 0.99678138
C&RT 1.00000000 0.8287815¢
GDA 1.00000000

Source: own preparation
CONCLUSIONS

The aim of this study was to compare the accurdopmmonly used ROC
curve estimation methods taking into account déffierclassification techniques.
We show that non-parametric methods give convengenits in terms of the AUC
measure while parametric approach tends to givéititeer values of AUC, except
the Logit. In practical applications, for parametmethods of ROC estimation the
assumption of normality is untenable, thereforey-parametric methods should be
utilized.
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The simulation experiment suggest that the nonmetac ROC estimation
using trapezoidal rule is a reliable method whendistributions of the predictive
outcome are skewed and that it provides a smoot@.Fhally, this approach of
estimation is not difficult nor computationally tnconsuming.
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Abstract: Calendar effects are anomalies in the behavi@seét prices that
may disprove the efficient market hypothesis. Tl wecognized are: day-
of-the-week effect, month-of-the-year effect, hald effect and turn-of-the-
month effect. These anomalies are observed in rfinagicial markets, most
often on stock exchanges, thus studies on calesfflzets usually focus on
stock markets. However, the aim of the paper iscirag for the anomalies
in precious metals markets (the empirical data Iendon daily spot
prices from 2008 through 2013). This is the cordatian of authors’ prior
research aimed at testing weak market efficiencyothesis for precious
metals markets.

Keywords: precious metals, calendar effects, linear regrassGARCH
models

INTRODUCTION

Numerous financial analyses are based on the efticharket hypothesis,
which may be also applied to commodity markets. odding to the classical
Fama’s definition: a market in which prices alwafdly reflect available
information is called efficient [Fama 1970]. Pardarwin [2007] present a more
detailed definition proposed by Jensen [1978]: aketais efficient with respect to
information set#; if it is impossible to make economic profits bpding on the
basis of information set. Jensen also subdivides the efficient market Hgxis
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into three types based on definitions of the infation setd: weak-form
efficiency, where the information sétis limited to the information contained in
the past price history of the market as of timgemistrong-form efficiency, where
the information seé; is all information that is publicly available ame t; strong-
form efficiency, where the information sétis all public and private information
available at timeé [Jensen 1978]. One should note that the weak f®@restricted
version of the semistrong form, and weak and seomgtforms are restricted
versions of the strong form. The weak-form markétiency hypothesis is tested
the most often. To do this, technical analysis gcahd statistical tests veryfing
random changes in prices are applied. These arexXample: unit root tests,
autocorrelation tests, variance ratio test, rusg s well as analysis of long-run
relationships and correlations, and calendar effeatalysis [Witkowska at al.
2008].

Calendar effects are anomalies in the behaviossétaprices that make the
market inefficient. The best known are the follogiinthe day-of-the-week effect,
the month-of-the-year effect, holidays effect, ahé turn-of-the-month effect.
These and other anomalfiese observed in many financial markets, most ofien
stock exchanges, thus studies on calendar effec@lly focus on stock markets.
The aim of the paper is searching for the anomali@secious metals markets. We
focus on the day-of-the-week and the month-of-tbaryeffects. The paper is the
continuation of authors’ prior research aimed ating weak market efficiency
hypothesis for precious metals markets by the fisars test, variance ratio test
and autocorrelation test. The results obtained tiene not homogeneous [Gorska,
Krawiec 2013].

EMPIRICAL DATA AND METHODOLOGY

Data

The empirical data used for the purpose of theyarsmatovers London daily
closing prices of four precious metals (gold, sily@atinum and palladium) from
2008 through 2013. The quotations in USD per oumce available at
www.kitco.com The prices of precious metals in the period uraersideration
are displayed in figure 1. First of all, there weaéculated the returns:

— R-Ra
R_ Py (1)

! There are also more advanced studies on lunar mean and full moon) effects in stock
markets. Findings of Yuan at al. [2006], based tmcks market returns of 48 countries,
indicate that stock returns are lower on the dagsired a full moon than on the on the
days around a new moon and the lunar effect ispex@ent of other calendar-related
anomalies such as the January effect, the dayesWek effect, the month effect, and
the holiday effect. Keef and Khaled [2011] providgher evidence on international lunar
effects.
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where P, is the price at timé¢ and P_, is the price in the previous period. These
rates of return became the base to evaluate sorgeriiéve statistics for
considered metals. The results are given in tabkasd 2.

Figure 1. Prices of precious metals from 2008uf2013: gold (a), silver (b), platinum
(c), palladium (d)
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000 60
1800 A
1600 50
1400 40 A 'y
" /
1000 IHFN 30 /‘fv HW
800 Ml‘v 20 ..!‘“_
0 ,J'ﬂw\K W
w00 10 W
200 0
0 2-1-2008  2-1-2009  2-1-2010  2-1-2011 2-1-2012 2-1-2013
2-1-2008  2-1-2009 2-1-2010  2-1-2011 2-1-2012  2-1-2013
(a) (b)
Platinum Palladium
2500 1000
900
2000 800 Al
700
1500 600
500 l h-wl
1000 W 400 !M\ ’M
300
500 200 \‘AVM
100
0 0
2-1-2008 2-1-2009 2-1-2010 2-1-2011 2-1-2012  2-1-2013 2-1-2008  2-1-2009  2-1-2010  2-1-2011  2-1-2012  2-1-2013
(©) (d)

Source: own elaboration

On the base of data given in tables 1 and 2, onenotice that expected
rates of return (means) calculated for all daysewmgsitive. The highest of them
was the one produced by palladium, the lowest plagnum. However, analyzing
weekday returns separately, we can notice negatitegns in the case of gold:
Tuesdays and Thursdays, in the case of silveraisidthis is the highest negative
return of all weekdays), in the case of platinuae3days and Fridays, and in the
case of palladium: Fridays. The highest positiveeexed rate of return is Monday
silver return. When considering separate montleshtghest positive expected rate
of return is January platinum return, while the heigt negative expected rate
of return is September palladium return. There a&s® other negative monthly
expected rates of return (in the case of gold: Margpril, June, October,
December, in the case of silver: May, June, Octdbecember, in the case
of platinum: April, May, June, July, September, @xr, December, in the case
of palladium: March, May, June, August).
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Table 1. Descriptive statistics for daily returmsseparate weekdays (2008-2013)

Measure| Alldays| Mondays Tuesdays Wednesdays sdlays| Fridays
Mean 0,00033 0,00150 -0,00010 0,00036 -0,00042 039(
std. dev. 0,01383 0,01519  0,01232 0,01378 0,0148101208

S| minimum | -0,09150| -0,09150 -0,049Q1 -0,0565( -0,85840,03938
O|maximum| 0,07081 0,06198 0,03817 0,04586 0,07p81 494®
skewness| -0,25898 -1,01961 -0,25902 -0,19897 02.71@,10798
kurtosis 4,25636  8,98234  1,2425%3 2,49095 3,92464321B9

Mean 0,00053 0,00316 0,00010 0,00167 0,00104 -@;003
_| std. dev. 0,02669 0,02802  0,02396 0,02444 0,0295102601
< minimum | -0,17050| -0,14407 -0,10452 -0,07613 -0,070%0,13728
»|maximum| 0,20056 0,11111 0,18963 0,07232 0,20056 1383
skewness| -0,03458 -0,69031  1,32845 -0,11617 0,2408,%54854
kurtosis 7,47039 5,66200 13,41601 0,5796Y 11,2134763205
Mean 0,00006, 0,00038 -0,00004 0,00061 0,00020 08,0(
=| std. dev. 0,01679 0,01722  0,01840 0,01511 0,01671016@3
2| minimum [ -0,08143] -0,07534 -0,08143 -0,05404% -0,07270,07407
©|maximum| 0,0718§ 0,06853 0,07186 0,05200 0,05499 568,0
O[skewness| -0,50928 -0,36834 -0,60776 -0,48588 -88420,70027
kurtosis 3,442220  3,05964  5,0875%3 1,73355 2,4061733588
Mean 0,00069  0,00185  0,00015 0,00146 0,00077 -GMOO

g|std. dev. 0,02284 0,02306  0,02189 0,02258 0,0260102067
"(5ts minimum | -0,16355| -0,08498 -0,11355 -0,08591 -0,56850,08353
=|maximum| 0,11538 0,07399 0,07084 0,11538 0,09P58 5709
Q| skewness| -0,44769 -0,14178 -0,60218 0,05349 -09090,43579
kurtosis 4,08381] 1,68558  3,42433 3,28852 6,94054259r4

Source: own calculations

The highest value of standard deviation calculébedll daily observations

was observed for silver, while the lowest — fordydlVhen considering separate
weekdays, the highest standard deviation is thaflfarsday silver returns, the
lowest for Tuesday gold returns. In the case ofassp months, the highest
standard deviation is that for September silvaurres, and the lowest for July gold
returns. For the whole period (all days) we caneolss negative skewness,
however for Tuesday silver returns, Wednesday gialia returns, Thursday gold
and silver returns, and for Friday gold returngvekess is positive. In the case
of monthly returns, we have positive skewness &muary (gold, silver, platinum,
palladium), February (silver, platinum, palladiuarch (gold), May (gold), June
(platinum and palladium), July (gold, silver), Sapber (gold and silver), October
(palladium), November (gold and silver), Decembegpld, silver, platinum,
palladium). Almost all values of kurtosis are posit(the only exception is
negative kurtosis for May gold returns). This irad&es more acute distributions in
comparison to a normal distribution.
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Table 2. Descriptive statistics for daily returnseparate months (2008-2013)

Measure
Month - -
Mean Std. dev. Min Max SkewnesKurtosis
January 0,0014 0,0121 -0,0255 0,0467 0,5803 1,5b74
February 0,0012 0,011 -0,042p 0,0311 -0,3482 7,723
March -0,0008 0,0131| -0,0479 0,0708 0,6516 7,6488
April -0,0005 0,0147| -0,0915 0,0232 -2,6992 12,5589
May 0,0003 0,0127| -0,0266 0,035 0,0267 -0,1347
% June -0,0008 0,0125 -0,058bH 0,0308 -0,7409 3,5530
O] July 0,0010 0,0110, -0,0364 0,0426 0,1117 2,0572
August 0,0014 0,0137, -0,0565 0,0342 -0,6431 2,9281
September 0,0006 0,01683 -0,0539 0,065 0,0893 3,023
October -0,0005 0,0169 -0,0766 0,0574 -0,56¢44 3953
November 0,0018 0,0145 -0,031p 0,0620 1,0086 2,6809
December -0,0012 0,0156 -0,0448 0,0520 0,1699 2,647
January 0,0032 0,0228 -0,0514 0,0688 0,1333 0,4391
February 0,0034 0,0190 -0,059p 0,0668 0,0537 1,1501
March 0,0000 0,0258| -0,1182 0,0678 -0,6434 3,2383
April 0,0002 0,0250| -0,1409 0,0751 -1,4655 8,28b1
_| May -0,0010 0,0347| -0,1705 0,1138 -0,7502 6,1163
g June -0,0026 0,0227 -0,0638 0,0723 -0,06[70 0,8031
| July 0,0012 0,0201| -0,0543 0,0721 0,3171 0,9050
August 0,0018 0,0266 -0,1373 0,0553 -1,30[3 5,5%73
September 0,0004 0,0391 -0,1441 0,200P6 1,2385 20,32
October -0,0009 0,0288 -0,09683 0,1084 -0,3423 B479
November 0,0016 0,023 -0,041p 0,0949 1,0035 2,3791
December -0,0009 0,0255 -0,0869 0,0772 0,1034 4,160
January 0,0043 0,015% -0,044[7 0,0566 0,4300 1,5047
February 0,0029 0,0153 -0,047B 0,0516 0,0842 1,512
March 0,0002 0,0194{ -0,0664 0,0719 -0,3657 3,2863
April -0,0006 0,0147| -0,0598 0,0249 -1,3360 3,4248
=| May -0,0011 0,0172| -0,0607 0,0548 -0,0041 1,9272
2| June -0,0009 0,013 -0,0384 0,0385 0,2945 0,5847
E July -0,0001 0,0128| -0,0504 0,0304 -0,5586 1,5249
o August 0,0001 0,0170 -0,0741 0,0393 -0,9185 3,4445
September -0,0032 0,020y -0,0814 0,050 -1,2299 4834
October -0,0008 0,0193 -0,0728 0,0629 -0,7780 3080
November 0,0007 0,0153 -0,067pD 0,0520 -0,1054 3,605
December -0,0007 0,0178 -0,0753 0,0685 0,0223 9,483

(continued)



Analysis of calendar effects ... 397

Table 2. (continued)

Measure
Month - -
Mean Std. dev. Min. Max. SkewnesKurtosis
January 0,0027 0,0206 -0,064P 0,0708 0,15857 1,10193
February 0,0038 0,0237 -0,083p 0,0996 0,1548 2,9462
March -0,0007 0,0255( -0,0859 0,0725 -0,9164 1,8687
April 0,0006 0,0185| -0,0575 0,0521 -0,4259 0,82b7
5| May -0,0005 0,0250| -0,1102 0,074D -0,6173 3,5662
"(5‘5 June -0,0009 0,0204 -0,0550 0,0584 0,1028 0,5825
< July 0,0013 0,0175, -0,0719 0,0544 -0,2398 1,9966
Q- August -0,0007 0,0191] -0,0619 0,0469 -0,45560 0,8013
September -0,0033 0,0259 -0,1136 0,07B80 -0,8787 733,5
October 0,0020 0,0257 -0,08683 0,11%4 0,2556 3,5867
November 0,0019 0,0278 -0,163p 0,0787 -1,2060 @207
December 0,0022 0,0219 -0,0695 0,0674 0,0153 2,3[167

Source: own calculations

Methodology

In order to study calendar effects we use econdaenetodels. The study
focuses on the-day-of-the-week and the month-ofyder effects. The day-of-the-
week effect is one of the most frequently invedddeseasonal anomalies in capital
markets [Cross 1973, French 1980, Gibbons and Heés, Keim and Stambaugh
1984, Lakonishok and Smidt 1988, Lakonishok and &Migb1990]. Researchers
revealed that Monday and Friday returns differ frogturns on other weekdays:
Monday returns are statistically significantly nega while Friday returns —
positive. Another well documented anomaly is Jayueffect. It is proved that
returns on stock markets often are much higheritudry than in other months
[Rozeff and Kinney 1976, Keim 1983, Haugen and lreglook 1988, Bouman and
Jacobsen 2002, Fountas and Segredakis 2002, Luckyl@ao 2008]. Another
monthly effects are: May effect (low returns) areb&mber effect (high returns).
There were also several studies in Poland invdsimaalendar effects for Warsaw
Stock Exchange. Different results were presente8aygzka [1999], Papla [2000],
Osinska [2006], Landmesser [2006], Rozkrut [2006], Witkkka and Kompa
[2007], Kluth [2007] etc.

One of possible methods for examining calendarctffés estimating the
following equation:

R[ = lnglt + IBZDZt + 183D3t +:B4D4t +:B5D5t + gt ! (2)
where:
R, - is the daily return of the asset,
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D, - are dummy variables which take on the value ibtte corresponding return
for dayt is Monday, Tuesday, Wednesday, Thursday or Fridagectively,

and 0 otherwise.
B capture the mean daily return for each of the dafyshe week, but

Borges [2009] points out that ti¢est for those coefficients only inform us if they
are significantly different from zero. According ter, if the time period under
study is sufficiently long, it is to be expectedttimean daily return is positive,
however a very small number. Therefore, the sigaifce of the-tests is biased in
favor of accepting positive excess returns, andnag@accepting negative excess
returns. She suggests to estimate five equatigpasaely, each aiming at detecting
a specific day of the week effect:
R=a+B.D,t&. 3)

Here, if we include only the dummy variable for Miays,a captures the
mean daily return of non-Mondays afidis the excess return of Mondays, relative
to non-Mondays. Thetest of5; tells us if this effect is significant. The sarsdar
B2, Bs, B4 andps, for detecting other weekdays effects.

The above discussion can be transferred to motfidttedinalysis as well.
The only difference is that we need twelve différ@mmmiesM; (i=1,...,12). Each
takes the value of 1 if the corresponding retumdayt is of January, February
etc., and O otherwise.

In order to investigate calendar effects GARCH nt®deay be applied as
well. GARCH (p, q), developed by Bollerslev in 1986of the following form:

q P
2 2 2
ol =ay+ ) aEl + Y Ao, (4)
i=1 i=1

In the paper here, following Borges [2009], aftarfprming a test of ARCH
effects on our data, we evaluate the most simpi@ foGARCH (1,1), including
only one lag both in the ARCH term (last periodatility) and in the GARCH
term (last period’s variance). Dummies indicatesdapd months of observation.

RESULTS

In order to detect calendar effects in daily resugenerated by four precious
metals, following procedures described in the pmesisection, we start with
estimating individual regressions for the day-ad-theek and month effects. The
results for thei coefficients are given in table 3. They reveahsigant the day-
of-the-week effect — Friday effect in the case ibfes only. Here, Friday silver
returns are statistically significantly negativeot(rpositive as one could have
expected). Significant monthly effects are: Januaffect (platinum) and
September effect (platinum and palladium). Septembéurns are statistically
significantly negative.
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Table 3. Calendar effects for precious metals (22083) — linear simple regressions

Effect . Metal - -

Gold Silver Platinum Palladium
Monday (D) 0,0014 0,0032 0,0003 0,0014
Tuesday (D) -0,0005 -0,0005 -0,0001 -0,0007
Wednesday (B) 0,0000 0,0014 0,0007 0,0010
Thursday (Q) -0,0009 0,0006 0,0002 0,0001
Friday (D) 0,0001 -0,0046* -0,0011 -0,0017
January (M) 0,0012 0,0029 0,0046* 0,0022
February (M) 0,0010 0,0031 0,0030 0,0034
March (Ms) -0,0012 -0,0005 0,0001 -0,0016
April (M) -0,0009 -0,0003 -0,0007 0,0000
May (Ms) 0,0000 -0,0016 -0,0012 -0,0013
June (M) -0,0013 -0,0035 -0,0010 -0,0017
July (Mr) 0,0007 0,0007 -0,0002 0,0006
August (M) 0,0012 0,0014 0,0001 -0,0015
September () 0,0003 -0,0002 -0,0035* -0,0043*
October (Mc) -0,0010 -0,0016 -0,0010 0,0015
November (M1) 0,0016 0,0011 0,0008 0,0013
December (My) -0,0017 -0,0015 -0,0008 0,0016
Source: own calculations Note: *significance a& €h05 level

In the second step of research, after confirming phesence of ARCH
effects in our data, we estimate GARCH (1, 1) med&he adequate results are
presented in table 4. They confirm the Januaryceife the case of platinum and
detect another month effect — September effechén dase of gold and silver.
However, the GARCH (1,1) approach gives no evidesfcany day-of-the-week
effect.

CONCLUDING REMARKS

The aim of the paper was to study calendar effiectmarkets of precious
metals. Usually researchs on calendar effects fonustock markets rather than on
commodity markets and if they cover commoditiesrtiast often are limited to oil
or gold and sometimes silver. Our study extendsrhestigation to the four most
important precious metals: gold, silver platinund gralladium and is based on
London daily closing prices from 2008 through 2013.

First of all, we find almost no evidence of calend#ects on London gold
market (the only exception is September effect et@ARCH methodology), that
implies its efficiency. Our results confirm prioindings of Smith [2002], who
stated that London gold closing prices follow ad@m walk. In his opinion the
closing price is more efficient than morning anteafoon fixings, because it is
determined by additional information during the dayd involves many more
market participants. Moreover, researchers broagige that the U.S. gold market
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is also efficient (see Tschoegl [1980], Solt, Sveen§l981], Aggarwal, Soenen
[1988]). Charlie at al. [2007] generalize and coadel that the gold market itself is
relatively efficient. However, Qi and Wang [2013jopide evidence of monthly
effects in Chinese gold market.

Table 4. Calendar effects for precious metals (20083) — GARCH (1,1) approach

Effect . Metal - -
Gold Silver Platinum Palladium

Monday (D) 0,000916 0,001787 0,000339 0,001255
Tuesday (D) 0,000711 0,001525 0,000713 0,001196
Wednesday (B) 0,000373 0,002177 0,000951 0,000930
Thursday (Q) -0,000017 0,001126 -0,000384 0,000429
Friday (D) 0,000561 -0,002125 -0,000319 0,000785
0o 0,000003 0,000031 0,000004 0,000008
o1 0,052945 0,088835 0,062163 0,065413
M 0,930780 0,868468 0,921607 0,919585
January (M) 0,000529 0,003189 0,004316* 0,001855
February (M) 0,000776 0,002076 0,001068 0,002425
March (Ms) -0,000418 0,000218 -0,000059 -0,000865
April (M) 0,001225 -0,002897 -0,000492 -0,000088
May (Ms) 0,000579 -0,000495 -0,001731 -0,000040
June (M) -0,000634 -0,002145 -0,001506 -0,001113
July (Mr) 0,000721 0,000757 0,000899 0,001919
August (M) 0,001530 0,003474 0,001047 0,000907
September (M) 0,001948* 0,006581* 0,000489 -0,000049
October (M) 0,000355 -0,000668 0,000200 0,001622
November (My) 0,001173 0,001380 0,000041 0,001959
December (Mp) -0,001733 -0,001806 -0,000778 0,001679
0o 0,000003 0,000031 0,000004 0,000008
o1 0,0558847 0,096919 0,057289 0,062837
M 0,928998 0,859957 0,928591 0,922777
Source: own calculations Note: *significancelet 0,05 level

According to Christian [2007] silver shares somarelbteristics with gold,
so one could expect its efficiency as well, but sudy for silver detects both the-
day-of-the-week (Friday) effect and the-month-ad-glear (September) effect. In
the case of platinum and palladium the only obddev&alendar anomalies are
monthly effects: January and September for platianch September for palladium.
However, considering only the effects that are ifitant under both applied
methodologies, we should recognize the Januargtdffe platinum solely.
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Abstract: Classification trees included in SQL Server 2008R2alysis
Services package have been used to classify Halisbeholds based on their
incomes. The analysis has been performed by mdahe ¢three algorithms
and their effectiveness has been measured. Usinget algorithm a groups
of households with the lowest and the largest ire®nhave been
distinguished. The most important attributes dégegi households with the
lowest and the largest incomes were identifieddiadussed.

Keywords: income distribution, high incomes, classificatimees, entropy,
SQL Server

INTRODUCTION

In this paper classification trees included in #AS$®ackage have been used
for classification of Polish households based osirtincomes. We search for
households with the lowest or the highest incorae. main aim of this paper is to
identify attributes of households with the lowestthe highest incomes. The
extreme incomes are defined by the first and tlsé deciles. We are going to
answer the following questions: (1) what is a d&ielhy of the attributes based on
their influence on the classification results (Wiegta household has the lowest or
the highest income); (2) what attributes and thalues best describe households
with the lowest or the highest incomes? Studyingoines is preceded by
investigation of all algorithms and a choice of thest effective one.

A multidimensional analysis of poverty exists wileh literature about
incomes and classification of households. Thisregre was used to search for
households with incomes below social minimum by & et al. 2013]. The
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authors used classification trees based on the CaAlBdrithm with Gini index.
The same method was adopted by [Aniola et al. 20tt2] analyze factors
influencing savings management by Polish househditie authors use also a
logistic regression and cluster analysis. Decistopes were also used by
[DziechciarzDuda et al. 2012]. Factors influencing tendencyhoiiseholds to
benefit from social care were identified by meahshe CHAID algorithm. The
study of factors that determine wages in Poland ewgrerformed by
[Kompa et al. 2013]. The authors utilized the decidrees based on the QUEST
algorithm [Lim et al. 2000].

Noteworhty studies of households performer by [Ré¢ek al. 2013]. The
authors use and compare four types of the classifibe k-Nearest Neighbor
classifier, the Linear Discriminant Analysis cld&si the Mahalanobis classifier,
and the Support Vector Machine (SVM). The new dfgsdion approach is
presented by [D’Ambrosio 2001]. It is based onittdex of social distance defined
in the paper.

The problem of an identification of households witlgh incomes is not
widely present in literature. However this probleeems to be interesting because
of a distribution of high incomes differs from thdistribution of remaining
incomes. It is clearly visible in the case of paedoincomes, where there is an
exponential distribution for ca. 95% of incomes,ileb% of the highest incomes
follow a power law. This behavior was showed foample for incomes in US and
UK [Dragulesku et al. 2001] as well as for EU coigs [Jagielski et al. 2013]. It is
also known that commonly used economics modelsi@imes distributions e.g.
Dagum and Shing-Maddala [tukasiewi&zOrtowski 2004] do not describe the
highest incomes although they are characterizea ligh overall precision and fat
tails [Lukasiewicz et al. 2012]. In this paper deal with those issues and study
characteristics of households with high incomes.

Classification trees (decision trees) are one ofe tmethods
of multidimensional data analysis, whose beginningse around 60'ties of the
XX century [Morgan & Sonquist 1963]. A very fastvddopment of algorithms
used in classification trees took place in eightied nineties [Breiman et al. 1984,
Quinlan 1993, Lim et al. 2000]. Nowadays, clasaiilen trees are included in
many statistical packages and widely used in bigl@pciology, medicine and,
economy [Chrzanowska et al. 2009]. They are onehef statistical learning
methods. One randomly chooses learning sample feonset of objects
characterized by independent variables (attributéa)ues of dependent variable
(classes) must be known for each selected objedhiefarchy of attributes is
determined and rules of splitting objects amongsetg of homogeneous class
composition are being set out. Based on resultshef calculations a tree is
constructed and its parameters are evaluated. iEngr¢hical structure is created,
which is often presented graphically as an invetteg with a root, nodes and
leaves (terminal nodes). At this moment one canthsetree to classify other
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objects into the classes. For more information gémonacki & Cwik 2008,
Gatnar 1998].

Classification trees have been implemented in iggest decision making
system in Business Intelligence (Bl) infrastructirased on e.g. Oracle Data
Mining, SQL Server Analysis Services (SSAS), SASelfrise Miner. In this
paper classification trees included in a SSAS pagekbdave been used for
classification of Polish households. There are emgnted three algorithms:
Entropy (E), Bayesian with K2 Prior (BK2P), Bayesi@irichlet Equivalent with
Uniform Prior (BDEUP) into a SSAS package. The first one is based on
Shannon’s Entropy, which acts as a measure ofedabsmogeneity in nodes and
leaves. Algorithms based on entropy are also pteisemany other statistical
packages. The other two algorithmBk2P andBDEUP are newer technics, based
on a Bayesian analysis [Cooper & Herskovits 1992ckerman 1995]. These
algorithms are based on the probability theory, civhis used to construct
probabilistic networks called Bayesian belief netw@o Generally, a Bayesian
belief network is a pairQ, P), whereG is a directed acyclic graph, aflis a
conditional probability distribution of vertices ¢fie graph [Jensen 1996, Olbpry
2007]. It might be interesting that each algorithuilt in SSAS has three options:
Binary (nodes are split into two subsets only, binarg)tr€omplete(nodes are
split into maximum number of subsets based on th@assible values of the
attribute) andBoth (during each split of a node a decision is beirrgle) based on
an effectiveness, which of the previous optionsse).

DATA

In these studies microdata regarding budgets ofdtmids in 2008 have
been analyzed. There were 37,107 households imldte set. Households were
classified based on their 10 attributes (independaniables) in three groups:
1. variables describing a head of the househopg(son with the biggest income);
2. variables describing a household as a wholeadables describing location of a
household. All attributes and their possible valaes summarized in the Table 1.
At this moment we only point out that the sociofgmmic group is defined as the
main source of household’s income.

A majority of households are employee’s househ@idmut 50%), on the other
hand the smallest group consists of households taiagd from non-earned
sources (about 3.5%).
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Table 1. The attributes of the households and tfatires

Group Attribute Attribute values
rS1eEa>lfj)(S€X of a household’s male (1), female (2)
tertiary (1), post-secondary (2), upper secondany
EDU (Education of a vocational (3), upper secondary general (4), basic
household’s head) vocational (5), lower secondary (6), primary (7)
1 no formal education (8)
ﬁeGa%)(Age of a household’s 16 - 102 (years)
employed in manual labor position (11), employed
EGROUP (Economic groupin non-manual labor position (12), farmer (2),
of a household) self-employed (3), retired (41), pensioner (42),
maintained from non-earned sources (5)
marriage without children (1), marriage with 1 to 4
children (2 - 5), mother with children (6), father
with children (7), marriage with children and
FTYPE (Family type) other persons (8), mother with children and othéer
persons (9), father with children and other pesson
(10), other persons with children (11), singles)(12
2 others (13)
NPER (Number of persons
. 1-15
in a household)
NCHIL (Number of 0-9
children)
NEAR (Number of earners]) 1-10
town >= 500 (1), town 200 - 499 (2), town 100 -
3 PRES (Place of residence)| 199 (3), town 20 - 99 (4), town < 20 (5), villag®
(thousands of residents)
VOI (Voivodeship) 1-16

Source: own study

An annual income of a household is a dependentabigri We study
household’s income per number of earners, not pember of persons.
We consider two cases with two distinct incomeszas
(i) variable LOW-REST: LOW (10% of households withe lowest incomes),
REST (remaining households);

(if) variable REST-HIGH: HIGH (10% of householdstiwithe highest incomes),
REST (remaining households).
Deciles groups (LOW, HIGH) and income limits arewh in the Figure 1.
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Figure 1. Income distribution in Poland in 2008 aediles groups
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ANALYSIS OF SSAS ALGORITHMS

The full classification trees have been built basedthe 30% random
sample for each of the algorithms and options. fEhaaining part of the data was a
validation set. The trees were constructed for edahe dependent variable. The
effectiveness of the trees was measured by twonpess obtained for the
validation set. The first one is a percentage @perly classified objects. The
second one is a percentage properly classified LdD\WIGH objects. Results are
in Table 2.

Table 2. The attributes of the households and tradires

Algorythm
Entropy | BK2P | BDEUP

Mode Variable LOW-REST
Binary 90.6 (9.9) 90.4 (7.0) 90.5 (9.2)
Complete 90.3 (13.8) 90.2 (11.5) 90.2 (11.8)
Both 90.7 (17.3) 90.3 (6.3) 90.5 (8.8)

Mode Variable REST-HIGH
Binary 90.9 (17.7) 90.6 (16.7) 90.6 (16.7)
Complete 90.4 (13.0) 90.2 (6.7) 90.0 (0.0)
Both 91.2 (28.9) 90.7 (15.6) 90.7 (15.6)

Source: own study

The first parameter is high (exceeds 90%) and baghly the same values
for all algorithms and options. This behavior iszault of proper classifications of
REST objects. Thus the effectiveness of the treas determined based on the
second parameter. The best results were obtairmeithdoEntropy algorithm with
Both option for LOW-REST (17.3%) as well as for RESIGH (28.9%)
variables. The tree for the second variable hagrafisantly better effectiveness
that for the first one. It seems to be related $hape the income distribution — high
incomes, located in the tail of the distributiorvé@anuch higher dispersion than
low incomes. The algorithms based on bayesian mksvbave relatively low
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effectiveness. The second parameter has similaresafor Binary and Both
options, what has not been observed for the Entabggrithm. All the algorithms
with Complete option (bayesian networks in paracuhave higher effectiveness
for LOW than for HIGH objects.

The results for the Entropy algorithm were compdrethe effectiveness of
binary entropy based trees implemented in SAS Bnser Miner package. The
first parameter was about 90.6%, the second onelw&$6 for LOW-REST and
19.0% for REST-HIGH variable. The results of SA® alightly better than for
SSAS. However, in SSAS for entropy based trees @are obtain significant
improvement of effectiveness by using the Bothanpti

ANALYSIS OF INCOMES

The following analysis concerns entropy based treh Both option.
Because of a large complexity of obtained treey thél not be presented in
graphical form. We will present their global chdeaistic, attribute rank and
characteristic of selected nodes and leaves. Taesiof LOW and HIGH objects
in a sample as a function of sample size are predem Figure 2. The random and
ideal models are also added to the plot.

Figure 2. Lift chart for LOW-REST and REST-HIGHde
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Using the constructed trees we analyze hypothatigpte data being a part
of the data set (horizontal axis). The sample datawill contain percentages of
LOW or HIGH objects indicated on the vertical axibhe effectiveness of
identification is slightly better for HIGH than ftwuOW objects for the sample sizes
from 0% to 25%. Above 25% the situation is reverbad from 30% increase of
sample size causes only a small increase of tketaféness. Both models become
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less effective than random model. The best effentigs is for small sample sizes.
The ideal model reaches 100% for a sample size 1@t means that all the
LOW or HIGH objects are identified. On the othentiaandom model gives 10%.
The trees identify 46% of LOW objects and 50% ofGHI objects in a 10%
sample.

During the next stage of analysis the trees wenented by setting a node
minimal support to 50. The attributes of objecdeved based on their significance
are in Table 3. We observe the same three mostriemiattributes fot OW-REST
andREST-HIGHvariables. Th&eGROUP (Economic group of a househdkljhe
most important factor in the LOW or HIGH subgroupmbership. Based on this
attribute the groups of objects are split only ¢we ffirst levels of the trees
(complete split). The remaining two most importatitibutes areEDU (Education
of a household’s headjnd NEAR (Number of earnetsThe attribute€€DU and
NCHIL (Number of childrenhave bigger influence on the identification of HHG
than LOW objects. The attribut®RES (Place of residencaphdFTYPE (Family
type)are more important in the case of tt@W-RESvariable. The attributAGE
(Age of a household’s head)insignificant for both variables.

After the trimming the tree fdtOW-RESvariable had 58 leaves on 6 levels
and the tree foREST-HIGHvariable had 66 leaves on 8 levels. The majofithe
nodes and leaves were of the REST type. A fewhmrintost interested nodes and
leaves with a majority of HIGH or LOW objects amesdribed in Tables 4 and 5.

Table 3. The attributes of the households and tradires

VariableLOW-REST VariableREST-HIGH
Attribute Tree level Attribute Tree level

EGROUP 1 EGROUP 1
NEAR 2,3,4,5 EDU 2,3,5,6
PRES 2,3,5 NEAR 2,3,4,5
EDU 3,4,5,6 NCHIL 3,4,7
FTYPE 3,4 VOl 3,5
VOl 4 SEX 3,4,5,6,7
SEX 4,5 PRES 2,4,7,8
NPER 5 NPER 4,6
NCHIL 3 FTYPE 6,7
AGE - AGE -

Source: own study
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Table 4. Nodes and leaves with majority of HIGHemlt$

Node / Leaf Attribute value % HIGH
N1 EGROUP=3 & NEAR=1 & EDU=1 70.2
L1.1 & LOS=1 59.3
L1.2 & LOS#1 80.8
N2 EGROUP=12 & EDU=1 & VOI=14 & PRES=1 68.3
L2.1 & NEAR=1 83.8
N 2.2 & NEAR# 1 60.8
L221 & SEX#£1 50.6
N222 & SEX=1 67.7
L2221 & NCHIL=0 57.6
L2222 & NCHIL# 0 76.8
L3 EGROUP=12 & EDU=1 & VOI=14 & PRESZ 1 & 50.1

SEX=1
L4 EGROUP=12 & EDU=1 & VOI=24 & NEAR=1 50.1
L5 EGROUP=12 &EDU=1 & VOI=22 & SEX=1 56.2
Source: own study
Table 5. Nodes and leaves with majority of LOW abge

Node / Leaf Attribute value % LOW|
L1 EGROUP=5 & PRES=5 54.3
N 2 EGROUP=5 & PRES= 6 59.2
N21 & NEARZ 2 65.1
L21.1 & NEAR=1 56.4
L21.2 & NEARZ 1 73.4
N 3 EGROUP=5 & PRES=4 58.9
L3.1 & NCHIL=0 52.1
L3.2 & NCHIL# 0 68.1
L4 EGROUP=42 & NEAR# 1 & PRES= 6 50.1

Source: own study

In the case of thREST-HIGHvariable the first group (N 1) was obtained for
households with family heads having a tertiary edioa, self-employed and being
the only earner in the household (N 1). More th@®% ©f households in this group
have a high income. We can distinguish two housBhaohodels: singles (L 1.1)
and households with at least two members, but anese (L 1.2).

The second group (N 2) are households with farmélgds employed in non-
manual labor position, having a tertiary educatiod living in Warsaw\(Ol = 14:
mazowieckie voivodeship &RES=1). About 68% of households in this group
have HIGH income. The split of this group into 8maller subgroups is showed in
the Table 4. The groups of households characteidetlEAR=1 or SEX=1
(male) are created.
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The L 3 group are households with male family headployed in non-
manual labor position, having a tertiary educatianing in mazowieckie outside
Warsaw. The remaining groups of households (L 8) are showed in Table 4. In
this case we have the same split criteria: housé&hdlead employed in a non-
manual labor position, has tertiary education anthé only earner or is a male.
But those households are located in pomorskie (¥@2) andslagskie (VOI= 24)
voivodeships. Note at this point that mazowiecki@morskie andslaskie are the
voivodeships with the highest mean income in Paland

In the case of theOW-RESTvariable there are tree distinguished groups of
households with a predominance of LOW objects (N2, N 3, see Table 5).
The households are maintained from non-earned eswad are located in small
towns: 20k99k (PRES= 4), less than 20PRES= 5) and villages (PRES 6).
The split of N 2 and N 3 nodes into leaves is shawiiable 5. The forth group
(L 4) are households of pensioners living in vilagwho do not maintain their
households by themselves.

SUMMARY

In this paper a SQL Server 2008R2 Analysis Seryieekage has been used
for the classification of households based on thr@iome. Households with the
lowest (LOW) or highest (HIGH) incomes were ideietif The effectiveness of the
three classification tree algorithms was invesédafor each algorithm the results
for three options were compared and discussed nidst effective was algorithm
based on a Shannon’s entropy with Both option. 8ffectiveness of identification
of HIGH objects (28.9%) turned out to be bettemtiiar LOW objects (17.3%).
The algorithms based on bayesian networks had |I@ffectiveness than other
methods.

The Economic group of a househoEIGROURB was a major classification
attribute for both dependent variables. Next masepdrtant attributes were:
Education of a household’'s headU), Number of earnerdNEAR, Number of
children NCHIL) and Voivodeship\YOI) for REST-HIGHvariable and Number of
earners NEAR, Place of residence (PRES), Education of a haidshhead
(EDU) and Family type RTYP for LOW-RESTvariable. Similarly, the high
importance of an economic group of households ahataion was observed by
[Kozera et al. 2013]. However the authors also reggoa number of persons in the
households as an important attribute, what wasancase in our studies. In the
other studies [Aniota et al. 2012]: education, figntype and a place of residence
were proved to be most important attributes.

Despite of relatively low effectiveness of obtaingdssification trees one
distinguished some groups of households with a ntgjof LOW or HIGH
objects. Groups of the biggest share of HIGH incoraee characterized by:
incomes coming from a self-employment or non-marlabbr position, tertiary
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education of a household’'s head, one earner, mazkig, pomorskie oflaskie
voivodeships. On the other hand groups of housshwith the highest share of
LOW incomes are characterized by: incomes from eamed sources or pension,
location in small towns or villages.

Noteworthy is high significance of the Number ofreas NEAR attribute.
The studied incomes are the incomes per numbearakes, so thdlEARattribute
shall not be so important. Households in the tigreeips with a majority of HIGH
incomes (N 1, L 2.1, L 4) are maintained only bgitliamily heads. It seems to be
a characteristic for at least a part of househwlitls high incomes. On the other
hand many of the households with low incomes armtaiaed by more than one
person (L 2.1.1, L 4). However a quantitative eatibn of significance oNEAR
attribute requires further studies.
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Abstract: Relatively new approach toward investing is toa@rn pieces
of art as investment instrument or collateral. idev to decide whether art is
a good investment, it is necessary to evaluateat@gaeturns, which might
be obtained from such investment thus an art gridex should be devel-
oped. The aim of the paper is to discuss artwoskgeestment assets and
evaluate price index of paintings produced by llisRaartists whose art-
works were traded the most often on auctions thkt im Poland in the years
2007-2010. In our research, employing data conngridb0 objects, we ap-
ply hedonic index methodology to estimate retumasnfthe paintings mar-
ket. Our results justify the opinion that art cantbeated as safe asset class,
especially in comparison to equity market.

Keywords: investment, art market, hedonic price index

INTRODUCTION

Situation at financial markets tends investorsowk|for alternative invest-
ments to diversify their portfolio. Relatively neapproach toward investing is to
concern pieces of art as investment instrumentlhateral. There is growing liter-

! Investing in Paintings on the Financial Markesearch conducted under the National
Science Centre Grant No. 2012/05/B/HS4/04188
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ature concerning artworks as investment opportufdtyinvestors: Frey, Pom-
merehne (1988), (1989a), Pesando (1993), Mei, M@#2), Worthington, Higgs
(2003), (2004), Campbell (2004), (2008), Adamowgk&08), Higgs (2012),
Hsieh, et al. (2010), Kraeussl, Wiehenkamp (2042Q Frey, Cueni (2013), to
mention some.

In the year 2013, the global art market equaled Biflion of Euro. It means
that the global art and antiques market was alivach to the extraordinary heights
of the pre-recession boom years powered by bugeksierica and by rising prices
for major Post-War and Contemporary artisthe Polish art market is very small
i.e. about 0.2% of the world sales - its value wasmated for 300-350 million
PLN, while auction sales was 60.5 million PLN irl2®

The aim of the paper is to evaluate the returns fitee investment in Polish
paintings market on the basis of the art price xndsommonly used methods to
construct art price indexes are repeat-sales rggresand hedonic regression
[Ginsburgh, et al., 2006, p. 947]. Limited scaldlad art market in Poland does not
allow applying the repeated sale approach, thexefloe hedonic method is em-
ployed. The research is provided on the basis taf dancerning the selected sam-
ple of paintings sold at auctions held by aucti@udes and foundations in the
years 2007-2010.

ART AS INVESTMENT ASSET

Artworks as investment assets are quite speciad. dthrent market value
of art piece is difficult to evaluate since thesend “natural value”, which could be
used as reference or fair value. The price of akuslimited only by the amount
of money that collectors are willing and able ty far [Goetzmann, et al. 2011].
Investment in art is undivided and illiquid in coamjson to “classical” financial as-
sets. Artworks are often expensive, also costsuothase and sale may be high
(from 10 to 25 percent of hammer price while castdinancial markets are about
1% of the price) and they seem to be long-lastivgstments.

There are also several risks (regardless the figkrioe variability of in-
vestment instruments) special for the art marke#yfFCueni, 2013]. (1) Buyer can
never be certain whether the purchased objectiggnal (i.e. not a copy or for-
gery). And even if the artwork is an original piecme never knows who was

2 In the year 2013, USA accounted for 38% of thévalanarket by value, China - 24%, the
UK - 20%, France - 6%, Switzerland - 2%, Italy, @any, Austria and Sweden - for 1%
each of them, and the rest of the world — 6%. TgkiMo account Europe as a whole,
United Kingdom created 63% of the market valuenEea- 19%, Germany - 5%, Italy —
3%, Austria — 2%, Sweden — 2%, Spain -1%, the Nkthds 1% and the rest of Europe-
an Union 4%. The European Union as a whole kept 82#e world market [McAndrew
2014].

3 Deloitte 2013.
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a painter: the master himself, the circle, the stloo the painting is made only in
style of a grand master(2) Quality of paintings, which have been repaihtdam-
aged, not properly renovated or stored, may céawseéeclining of their values. (3)
Owners of art pieces can be afraid that the mastarp (that they poses) might be
stolen, destroyed (by fire, revolution, etc.) oized by government as a part
of “national heritage”. (4) Possession of valuadotecan cause the necessity to pay
additional taxes (sale or property taxes) and gowent may impose new export
restrictions. (5) Tastes and fashions changes atene and art market is charac-
terized by extreme heterogeneity thus one nevewskribthe certain artist will not
be “fallen from fashions” in the future. Renneb@gl Spaenjers (2013) report 220
“fallen from fashions” artists who were includedthre 1926, 1959 and 1980 edi-
tion of Gardner'sArt through the Agésbut not in the 1996 or 2004 edition. (6) Art
belongs to the group of luxury goods and it's pricevery sensitive on general
economic situation and income changes. Goetzmaah €2011) present the evi-
dence that personal income of the highest earmtesrdines price of art - one per-
cent fall in income of the earners in the top Oetcpnt income distribution in the
UK triggers a decline in art prices of nearly 10geat. (7) Behavioral anomalies
seem to play an important role in the art marketesicollectors are usually not
willing to sell pieces of art from their collectismnd they tend to buy art produced
by domestic artists.

In order to decide whether art is a good investmerm necessary to evalu-
ate expected returns which might be obtained frogh anvestment thus an art
price index should be developed. The are three mggals behind construction
of art price indexes is ([Ashenfelter and Gradd9&)0 [Ginsburgh et al., 2006]):
(1) to measure financial performance of art, reéato other alternative forms of
investment, (2) to check whether adding art toerdified market portfolio can
lower the overall risk and/or increase the rateetéirn, and (3) to outline general
trends on the art market.

Construction of the art price index dedicated ® tlkrtain market requires
several decisions concerning: selection of thenehethodology and selection
of the sample i.e. its size and the way of the abgelection. There are several
methods and indexes which can be used to analyaegel of prices or returns
from the art market, such as naive price indexeaegales, average price (geomet-
ric mean), composite price (basket) index, and hedodex. Pesando (1993), Pe-
sando, Shum (1999), Mei, Moses (2002) employ repalats, Mok et al. (1993),
Landes (2000) — geometric repeat sales, Ginsbi@gmved (1992), Kraussl, van
Elsland (2008), Higgs, Warthington (2005) — hedadndex, Candela et al. (2004)
— quality adjusted price, Renneboog, van Houtt®Z26-basket index.

4 See (Frey and Pommerehne, 1989b) describingdhe at the painting “Daniel in the Li-
on’s Den”.

5> Gardner's Art Through the Agésan American textbook on art history that waittem

by Helen Gardner (1878 — 1946) and published feffitlst time in 1926.
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The repeat sales methodology considers only thdseiks that were sold
at least twice in the investigated period, andrthgce were registered. Thus it re-
quires transparent and liquid market. Ginsburgil.g2006) argue that repeat-sales
regression should not be applied to periods shdrger 20 years, since the number
of observations may be too small to obtain reliabklts. The main advantage of
hedonic index approach is that it may considetratied objects.

According to the Deloitte (2013) report, averageaust return from 800 re-
peat sales, that took place in Poland during l@syears, was 25.7% while in the
same time equity returns measured by Warsaw Steckdhge Index WIG20 was
only 8.7%. Annual return from artworks hold longer than léags was 46.6%
while investments with the horizon shorter thanéarg gave only 0.2% profit.
Thus the time span of investments is crucial iraivigtd returns.

Naive art price indexes are constructed using @ecend median auction
prices. In this method, a basket of representgiaiatings is created and tracked
over time. This approach avoids the repeated sassctions but requires instead
aggregation on some a priori criteria in orderdastruct so-called “average paint-
ing” [Candela, Scorcu 1997].

The problem of the sample selection is crucialdnstruction the fixed bas-
ket of representative artworks that must be madexipgerts. However it appears al-
so in application other methods and it is knowmrfiderature since many different
criteria of the artwork selection are employediHe literature the most often se-
lected criteria are: (1) mediums (for example LeliaBiey, Zanola (2002) consid-
er sculptures, Pesando (1993) — prints, Candekd. d2004) — paintings, Gins-
burgh, Schwed (1992) — drawings); (2) style of piece of art or the period when
the artwork came into being (for instant Pesandi®8) concerns modern prints
and Picasso prints, Candela et al. (2004) — Modathcontemporary, 19-th centu-
ry, Old Master paintings, Ginsburgh, Schwed (199%emish-Dutch, French, Ital-
ian Old Master drawings); (3) authors selected lmy éxperts (as an example is
a paper by Pesando, Shum (1999) who analyze Piqas#s); (4) nationality
of artists or place where they created their ark&dfor instance: Mok et al. (1993)
consider Modern Chinese paintings, a Kraussl, valaid (2008) — German paint-
ings in general, Ginsburgh, Schwed (1992) - Fleriskch, French, Italian draw-
ings, Higgs, Warthington (2005) — Australian paigs), and (5) belonging to the
certain collection (as it is done by Landes (2080p takes Ganz collection).

Such arbitrary choice may be criticized becausecsedl artworks may not
be representative for the whole market. The sizth@fsample depends on the in-
vestigated period i.e. time span when artworksale.

6 See [Gajewski, Potocki, 2013].
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HEDONIC ART PRICE INDEX

Art price index can be evaluated employing hedoegression, which is a
method for estimating an approximate value of agief art adjusting the average
price of the artist’'s works for the qualitative cheteristics which are incorporated
into the hedonic model. Hedonic price functions ased to predict prices of new
goods, adjust for quality change in price indexed 8 measure consumer and
producer valuations of different products. Theyatibe the relationship between
characteristic of a product and its price. The @i@function is determined by dis-
tributions of buyers and sellers and their prefeesnas well as the structure of
competition in the market [Neiheim 2006].

Artworks are heterogeneous assets, with a variétphysical and non-
physical characteristics that make them uniqududieg artist reputation, materi-
als used, the period of production and subjectiagst like quality. Therefore the
price of an artwork depends on these charactesidtichedonic approaghhe val-
ue attached to each one of the attributes, thaleemed to be significant in the de-
termination of the price, is estimated and theepizex is evaluated employing so
called hedonic quality adjustment (HQA). The basionula for hedonic index

(HI) is as following:
m
(R /] RO"
I\”t+1 —_1=1 e I:! !

HQA., HQA.

where at timd: NI — naive price indexP; - the price of the-th artwork, HQA —
hedonic quality adjustment.

The naive price index (NI) describes “average magritfrom the aggrega-
tion of all artworks that create the sample représg the art market or it's seg-
ment. The hedonic index allows the tracking of shemmn price movements and re-
turns in this market. It let us a better undersitagaf how this market performed
over the investigated period. The performance isfrittarket can then be compared
to investments in traditional financial assets.

Changes in quality, style, mode and type of thevanits is described by the
hedonic quality adjustment which is defined asofwlhg:

K ~ X t+ 4 Xi't
HQAHl:eXP{Zﬂj(Z s Xy ﬂ @
=1

i1 N i=. m

n

Hl =

(1)

" Hedonic price indexes are discussed by Neshein6(200iplett (2006) while their appli-
cation on the art market by Candela, et al. (20R4¢eussl, van Elsland (2008), Kraeussl,
Wiehenkamp (2012) to mention some research provioiedeveloped art markets. How-
ever the first attempt to construct hedonic arteiindexes for emerging markets was
made by Kraeuss, Logher (2008) who consider arketain China, Russia and India.
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whereX;: - observations of thethe feature characterizing theéh artwork at time
t, m andn are numbers of lots sold in the peripdndt+1 respectively,c“rj - pa-

rameter estimates of hedonic regression (pooleskssipn) that usually takes the
following form:

k 4
InP, :a0+zaj Xii s +zlgtzi,t+5i,t (3)
j=1 t=1

wherea;, £ - the coefficient values of the characterigti@ndz, Z; - time dummy
variable, which takes the value 1 if the paintirig sold in the period and takes
the value 0 otherwise, ad- the disturbance term.

One of the underlying assumptions is that the poican artwork depends
essentially on its quality, which is to a greatesttquantifiable. The explanatory
variables represent characteristics of the objetteh as the artist, size, format,
technique, materials, period, subject of the arkwsignature and artist’s living sta-
tus or related to the sale, including auctionemration and date of sale. These at-
tributes are usually qualitative so they are regmted by dummy variables in (3).
The dependent variable in hedonic models is usul#ynatural logarithm of the
sales price. All auctions relating to an artistiauded in the calculation in order
to avoid selection bias. The time dummy variablas be annual, semi-annual,
quarterly or even monthly depending on the frequeridrading. The hedonic ap-
proach essentially entails running an Ordinary L&agiares (OLS) regression.

The hedonic regression method therefore contralgdiality changes by at-
tributing implicit prices to a set of value-addiolgaracteristics. In other words, he-
donic regressions strip the observable charadt=rigbm the artworks to obtain an
index reflecting the price of a “standard artwofRenneboog, Van Houtte 2002].

Hedonic models require knowledge of the artworkkaracteristics and
mechanisms driving art prices. The main weakneshisfmethodology is limita-
tion of attributes used as explanatory variables abitrariness of their selection.
Therefore application of hedonic index methodologyuires decision about:

a) the form of the price indéxfor example Kraeussl, van Elsland (2008) use
formula (1) while Higgs (2012) defines hedonic prindex in different way;

b) the selection of explanatory variables in the regijem model (3) that is con-
nected with the information describing artworksnigesubject of transaction,

c) the selection of the artwork sample that will bedufor art price index evalua-
tion in formulas (1)-(2).

EMPIRICAL RESULTS

The art market in Poland practically did not exiatder the communist re-
gime. Although in that time several art galleriesl artist associations were operat-

8 See [Widtak 2010] who presents different formshaf price index.
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ing buying and selling art pieces, mostly curremitpduced by domestic artists or
the one from other soviet bloc countries. Art maikePoland started to normalize
and develop at the beginning of political and eceoigotransformation in 1989

when new art galleries and foundations togetheh w&itction market have been
created. In years 1989-2012, number of art auctiocreased from 8 to 122. It is
worth mentioning that last two decades were chara&td by changes in the in-
come distribution and the structure of consumptiwet caused the increasing of
the interest on art market in the Polish society.

Table 1. Structure of Polish art market in thetfiralf of 2012 by mediums and segments

Mediums Lots [%] Value [%]| Segments Lots [%] | Value [%)]
Sculpture 2 1| Post-war and contemporary 30 31
Photography 1 0| Ultra-contemporary 44 8
Arts & Crafts 10 5 | Art before 1945 26 61
Graphic 14 2

Drawing 17 20

Painting 56 72

Source: own elaboration on the basis of data fréajgwski, Potocki, 2013, pp. 18-19].

Structure of the art market in Poland in 2012 isspnted in Table 1. Paint-
ings are the most popular medium of the Polishratket both in number of lots
(56%) and value of transaction (72%). Thereforenigs may be used as repre-
sentative segment of the Polish art market. “Utbatemporary art”, which de-
scribes young artists (under 40 years old) is mijsfished since it creates the ma-
jority (44%) of artworks sold but they characterizelow prices, and creates only
8% of total value.

Table 2. Structure of the database: paintings @plductions in years 2007-2010

Structure of transactions in years 2007 2008 2009 2010
Number of lots sold 249824%)| 2548 (25%)| 2427 (23%) | 2932(28%)
Value of transactions [min PLN]39.22(24%)| 58.71(37%)| 36.71(23%) | 25.68§16%)

Source: own elaboration

Hedonic models are estimated employing H&tam auctions of paintings
that took place in Poland in the years 2007-2010e Whole sample contains
10,400 objects produced by nearly 3,000 artists sepoesent different periods and
styles, as well as a great variety of techniqueking into account number of lots
sold, one should notice that situation is stalde @very year these numbers are
similar (Table 2). However the highest value ohsaction was observed in 2008,
and in 2010 it equaled less than 50% of the sal@907.

° The basic data base from auctions of paintingsagastructed by Luaska (2012).
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The range of prices is huge: from 20 PLN for a piereated by J. Jakébow-
ska (born in 1984) to 1.1 million PLN for an artwdsy W. Czachérski (1850 -
1911), with average price for a single lot 8,69 INPAnd standard deviation 33,698
PLN. Therefore here a question arises which tramlgdcts should be taken into
account and what is the minimal price for a workréat is as a piece of art.

Description of data and variables

We decided to consider only artworks, painted ley Rlolish artists who are
selected according to the biggest number of loks sothe investigated peridt
and we assume that minimal average price for ast ahiould be 2,000 PLN. Em-
ploying these criteria the sample of paintings émstructed. It consists of 750
paintings created by 11 artists (see Table 3).

Table 3. List of Polish painters whose artworksatzd the sample

Value Average
No. | Author Count [PLN] value [PQI]_N] vear of
of artworks sold in 2007 - 2010 birth death

1| Chmielinski Stachowicz Wt.| 55 648 200 11786| 1911 | 1979

2 |Dominik Tadeusz 46 608 000 13 217| 1928 -

3| Dwurnik Edward 63 431 300 6 846| 1943 -
4|Erb Erno 58 816 500 14 078| 1890 | 1943
5|Kossak Wojciech 60 2 027 500 3372 | 1856 | 1942
6 | Wyczoétkowski Leon 61 3848 300 63 086| 1852 | 1936
7 | Hofman Wilastimil 85 1817 050 21 377| 1881 | 1970
8| Kossak Jerzy 91 1261 000 13857| 1886 | 1955
9| Malczewski Jacek 71 9 401 300 132 413| 1854 | 1929
10| Nikifor Krynicki 79 196 400 2486| 1895 | 1968
11| Nowosielski Jerzy 81 5706 700 70 453| 1923 | 2011

Sum 750 | 26762 25D

Source: own elaboration

The biggest number of lots sold in analyzed peviede produced by Jerzy
Kossak (91) while the highest value of transactiooacerns artworks by Mal-
czewski (more than 1 million PLN). In our sampleg towest average value for the
single artwork obtained paintings by Nikifor (24B&N). The selected sample co-
vers 7.2% of all lots and 16.2% of the turnoverigeged in the database. Table 3
contains basic information about “the most liqujgliinters whose artworks are
used in our research.

In our investigation we select several explanat@jables which are usual-
ly applied in hedonic models constructed for thepaice. They describe artist’s

101n the paper [Kompa, Witkowska 2013] sample s@egbrovided due to different crite-
ria is discussed.
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and exhibitor’s reputation, type and quality of #réwork as well as conditions of
the transactionAuction houselescribes the reputation of auctioneer and thisiva
ble is specified as a number of dummies definedenafrauctioneer. In our models
there are 9 variants of this variable, and theresfee variant is: “other auc-
tioneers”. Artist reputation is defined by the naafea painter that is represented
by the variableartist (see Table 3), and “Wyczdtkowski” is the referempanter,
among 11 artists. Artist's living status is oftamcdrporated to hedonic models
since when an artist dies the production stopspaings may rise. We assume that
variableliving statusequals O if artist is still living when and auctitakes place.

Type and quality of the art piece is described éyesal variables such as:
signature techniqueand surfaceof the painting. Technique and materials charac-
terize type of work and this variable is specifeeda number of dummies that indi-
cate whether the art piece represents certaindiperk. We distinguished 9 vari-
ants of the variable and the reference variantagher techniques”Signatureis
one of the artworks attributes, it equals 1 if sigme is visibleSurface]cny] of the
artwork is the most commonly used variable thatdeses the physical characteris-
tics of painting. In general the parameters estsdor this variable should be
positive however larger works may be difficult tsmlay thus in some models
squared surface is applied. In the model we useraladbgarithms of surface area
or of squared surface.

Conditions of the transaction is represented byvamablesyear andprice
relation. Year of sale is a set of binary variables defittexlyear of transaction. In
our research we consider 4 years, and the refereadant of this variable is
“Year_2010". Price relation between reserve and hammer price, this variable
equals 1 if the former is bigger than the lettexcsiin such a case sale might not
take place (so-called conditional sale).

Hedonic regression

In this paper we present four selected modelsahatestimated employing
OLS method on the basis of described above samipkmodels’ specification is
presented in Table 4, where symotienotes variables present in the certain mod-
el, numbers in parenthesis informs about numberadfnts that are statistically
significant for the significance levei=0.05, + informs that qualitative or binary
variables are significant with positive sign of fherameter estimates.

Models M3 and M4 are characterized by the highdpistéed R and nega-
tive value of Akaike's information criterion, whicimake them the best models
from the point of view their statistical characstids. The specification of the
models M1 and M2 is nearly the same, except presehthe variableprice rela-
tion thus their characteristics are similar. One matyceahat the models M2 and
M3 differs one from another only by representatidrthe painting’s size (loga-
rithm surface areaor logarithmsurface ared but their statistical properties are
completely different that is especially visible queming Akaike’s criterion. While
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the models M3 and M4 differ by two variables ané donstant term but their
characteristics are nearly the same.

Table 4. Comparison of models’ specification

Models M1 M2 M3 M4
const ° + ° + ° +

year ° D ° (1) ° °

auction house ° 4 ° 4 | o (8) ° (7
artist ° 9) ° 9) | e (9) ° 9)
sighature ° ° ° °
technique ° (5) ° 5)| e (2 ° (2
price relation [ °

surface area ° + ° +

surface are& ° + o +

living status [ +

R2 adjusted 0.8114 0.8115 0.9953 0.9953
F 101.68 105.07 5071.98 4910.17
Akaike 1269.10 1267.30 -1494.40 -1492.90

Source: own elaboration

Table 5 contains parameter estimates of selectettisiostars denote signif-
icance level: *a=0.10, ** ¢=0.05 and ***0¢=0.01. Artist'sliving statusis signifi-
cant variable with positive sign in model M4. Il alodels variablesignatureis
not significant, as well as nearly all variantstloé variableyear. Parameter esti-
mates standing by names of all painters, exceptalski, are negative that is
correct since only Malczewski's artworks obtainéghler prices than Wyczoétkow-
ski. Positive parameters standing by names of @uegrs is also proper because
selected auction houses are well-known and seebe twustworthy thus they or-
ganize auction which are selected more often wlednable artworks are subjects
of transactions. Taking into consideration sign arghificance of selected tech-
nigues we notice that oil paintings are usually enexpensive than the ones pre-
pared using other techniques.

Table 5. Parameter estimates

Name of | Variable Model M1 | ModelM2 | ModelM3 | Model M4
variable variants Parameter estimates
const. 2,788 *** 2,793 *** 5,040 ***
YEAR_2007 0,093 0,097 0,008 0,007
year |YEAR_2008 0,076** 0,077 ** 0,001 0,001
YEAR_2009 0,015 0,015 0,002 0,002
auction | AGRAART 0,295 ** 0,299 ** 0,084 *** | 0,083 **

cont. on the next page
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Table 5. (cont.) Parameter estimates

Desa 0,199 0,201 0,085 *** | 0,084
Desa Unicum 0,408 *** 0,403 *** 0,054 ** 0,055 ***
house |Okna Sztuki 0,480 *** 0,482 *** 0,071 ** 0,070 **
Ostoya 0,100 0,103 0,065 *** | 0,064 ***
Polswiss Art 0,805 *** 0,797 **=* 0,070 *** | 0,072 ***
Rempex 0,090 0,081 0,058 *** | 0,061 ***
Rynek Sztuki 0,017 0,008 0,048 ** 0,050 **
signature -0,044 -0,046 -0,004 -0,004
price relation -0,027 -0,007
surface area 0,565 *** 0,564 *** 0,048 *** | (0,048 ***
surface area 0,564 ***
artist’s living status 5,041 ***
Kossak_J -1,591 *** | -1418 *** | -0,057 *** | -0,057 ***
Kossak W -0,877 *** |-0,686 *** | -0,032 * -0,032
Chmieliski -1,227 *** | -1,020 *** | -0,060 *** [-0,060 ***
Dwurnik -2,282 *** | .2174 *** | -0,141 *** |-0,141 ***
artist Erb -1,091 *** |-0,812 *** | -0,041 ** |-0,042 **
Hofman -1,088 *** |-0,848 *** | -0,048 ** |-0,048 **
Malczewski 0,312 *** 0,535 *** | -0,100 *** |-0,101 ***
Nikifor -1,333 *** |-0,874 *** | -0,255 *** |-0,256 ***
Nowosielski -0,119 0,072 -0,047 *** |-0,047 ***
Dominik -1,905 *** |-1,854 *** | -0,060 *** |[-0,059 ***
watercolour 0,197 0,553 -0,015 -0,016
acrylic 0,698 *** 0,891 *** 0,045 0,045
gouache 0,285 0,641 -0,002 -0,004
Tech- | oil 0,886 *** 1,043 *** 0,056 ** 0,056 **
nique | pencil -0,246 0,235 -0,070 ** | -0,070 **
pastel 0,450** 0,746 ** 0,034 0,034
tempera 0,635** 0,997 *** 0,030 0,030
drawing ink -0,598** -0,275 ** -0,017 -0,017

Source: own elaboration
Hedonic art priceindexes

In our research we evaluate naive and hedonic mibexes. Parameter es-
timates of the models (3), presented in Table&uaed to evaluate hedonic quality
adjustment (2), and, finally, price index (1). Iable 6 we present obtained results.
Naive price index is a hominator in relation (IDdalescribes “average” changes
of prices regarding selected artworks in every $tigated year. Hedonic quality
adjustments (HQA) is evaluated separately for stemated models therefore also
hedonic price indexes depends on the parametenast.
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Table 6. Hedonic art price indexes

Equity market index

Type of index | Mode| Year HQA Alr;ggge
WIG WIG20
2007 1.0000 55 648.54] 3456.05
Naive 2008 1.4984 27 228.64 1789.73
2009 0.6163 39 985.99 2388.72
2010 0.9441 47 489.91 2744.17

2008 | 1.4137 1.0599
M1 | 2009 | 0.6867 0.8975
2010 | 0.9860 0.9575
2008 | 1.4160 1.0582
Hedonic M2 | 2009 | 0.6862 0.8981
2010 | 0.9887 0.9549
2008 | 1.3256 1.1303
M4 | 2009 | 0.8552 0.7206
2010 | 0.9088 1.0389

Source: own elaboration aniitp://www.gpw.pl/indeksy_gieldowe

Table 7. Percentage returns from different investragsets

Investment in art Returns Returns
: comparison tq comparison
Indeg Y| Model | Year the A;/nerzﬁgf to the ?r?r:l?gle
P (t1) | 2007 (t1) | 2007
2008 | 49.4 49.8 -4.5
Naive 5000 | 384 7.7 Warsaw Sto\(;\lligxchange Index
2010 -5.6 -12.8
M1 2008 6.0 6.0 -3.1| -51.1 -51.1 -5.1
2009 | -10.3 -4.9 46.9 -28.1
2010 -4.3 -89 18.8 -14.7
Hedonic M2 2008 58 58 32 Warsaw Stock Exchange Blue
2009 | -10.2 i Chip Index WIG20
2010 | 45 92 P
M4 2008 | 13.0 13.0 -5.4| -48.2 -48.2 -7.4
2009 | -27.9 -18.6 33.5 -30.9
2010 3.9 -154 14.9 -20.6

Source: own elaboration

Last two columns in Table 6 contain quotationshaf market indexes from
the Warsaw Stock Exchange (WIG is total return xnddile WIG20 is blue chip
index). Having quotations of stock indexes we malgwate returns that could be
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obtained investing on equity market and compate the investment on art mar-
ket.

Therefore we calculate percentage returns for gaah (Table 7) as: (1) an-
nual return i.e. in comparison to the previous y&4), (20 total return i.e. in com-
parison to the year 2007, and (3) average anntiahras geometric mean from the
total return obtained in the year 2010.

It is visible that both equity indexes generateskés in every year of inves-
tigation while negative returns on the art markmiesar in 2009 and 2010. It worth
mentioning that naive price index and hedonic iedexvaluated on the basis of the
models M1 and M2 show smaller average annual logs®s stock index WIG.
While all of them have generate smaller losses ihadex WIG20.

CONCLUSIONS

Analysis provided in the paper shows that the atket in Poland has been
developing since 1989. This market is still immataowever it may be attractive
for the investors. Presented results justify thmiop that artworks, created by the
well-known Polish painters, can be treated as aaget class, although in the in-
vestigated period the returns from treasury boneievinigher (- annually from 4%
to 5.75% which depends on mature of the bondsishfabm 2 to 10 years). Com-
paring the returns from the investment in art, @spnted by hedonic or naive in-
dexes, to returns from WIG and WIG20 we notice fbases from investment in
artworks are smaller. We also notice that financiais is visible in the Polish eg-
uity market in 2008 while in the art market a yleaer.

Taking into consideration the construction of hddeagression models, it is
visible that the model specification essentiallfiuances hedonic quality adjust-
ment hence it affects evaluation of the art prizaek which is the artworks’ prices
proxy. Thus it might be convenient to employ aggted indexes as it is proposed
by Witkowska 2014.
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